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INTRODUCTION
The Integrating Ontologies Workshop is a forum for re-
searchers and application developers from the area of on-
tology interoperability to exchange knowledge, ideas,
approaches, and challenges for handling multiple compet-
ing ontologies. The workshop will facilitate methodo-
logical and technical discussions.
For many knowledge domains, a variety of ostensibly
“standard” ontologies have been engineered, learned, and
extended. Each is an interface for a similar purpose yet
uses different nomenclatures. To enable collaboration
within and across application domains, software agents
require transparency between the various formalisms. This
requires both semantic alignment and syntactical transla-
tion. Purely manual approaches are error-prone, onerous,
and insufficient to support dynamic systems interoperabil-
ity.
However, recent research in ontology alignment exploits
“meaning” that is explicit and implicit in these formal-
isms. If heterogeneity can be mitigated with minimal use
of standards by way of partially or fully automated
alignment, then the integration of and for commercial,
non-profit, military, and government systems will be
simplified and improved. This workshop will exhibit new
approaches to alignment, mediation, and other methods
that promise to help fulfil the vision of the Semantic
Web.

Like any software research endeavor, the study of auto-
mated ontology alignment will most clearly demonstrate
progress through rigorous experimentation.  The ontology
alignment research community has embraced this chal-
lenge, having conducted collaborative experiments to
compare their respective alignment tools on a standard set
of ontology pairs.  The results of these experiments have
established clear performance benchmarks and informed
new approaches to ontology alignment.  
The Integrating Ontology Workshop includes discussion
of the third such experiment since 2004, following the
Information Interpretation and Integration Conference1 and
the Evaluation of Ontology-based Tools Workshop.2

This workshop also features research presentations de-
scribing the latest efforts for ontology alignment and me-
diation.  
Further information on the Integrating Ontology Work-
shop and the ontology alignment experiment can be found
on the workshop website.3

Thanks to all the members of the program committee,
authors, experiment participants and local organizers for
their efforts.  The workshop represents significant coop-
eration and progress on many levels.

                                                                        
1

http://www.atl.external.lmco.com/projects/ontology/i3con
.html

2 http://km.aifb.uni-karlsruhe.de/ws/eon2004/
3 http://km.aifb.uni-karlsruhe.de/ws/intont2005

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. To copy
otherwise, or republish, to post on servers or to redistribute to lists,
requires prior specific permission and/or a fee.
K-CAP’05, October 2-5, 2005, Banff, Canada.
Copyright 2005 ACM 1-58113-000-0/00/0000…$5.00

1



Reverse Leibniz, and then Bend It Like Beckham: 
Temporal Ontology Mapping as Problem-Solving Method

Hans Akkermans 
AKMC Knowledge Management BV 

and  
Free University Amsterdam VUA, Business Informatics Department 

Amsterdam, The Netherlands 
email: Hans.Akkermans@akmc.nl  

 
ABSTRACT 
I discuss and construct ontology mappings between differ-
ent ontologies of time. I show how you can use them as a 
new method to solve significant dynamics problems, by 
exploiting the properties of the ontology mapping. A 
unique feature of a nonlinear ontology mapping I propose 
is that it can rigorously treat infinitesimals as strictly finite 
computational quantities. The approach also suggests some 
novel, I believe intriguing, insights into the nature of time, 
particularly regarding “density” and “curvature” of time. 
The paper provides an in-depth case study in ontology 
mapping, offering some evidence that ontology building, 
mapping, and reuse is much a substantive issue, more than 
a matter of generic representation language and semantic 
tooling.  

Categories and Subject Descriptors 
H.4: Information Systems Applications – Miscellaneous.  

General Terms 
Theory, Algorithms.  

Keywords 
Time, ontology, mapping, signal analysis, dynamic systems 

INTRODUCTION 
Time is a very generic upper-level ontological concept. 
There are many different ontologies of time [1], but the two 
temporal ontologies most widely used [2, 3] in science and 
engineering are point-based: continuous time and discrete 
time.  In continuous-time systems, time is represented by a 
real-numbered parameter t ∈ ℜ. In discrete event-based 
systems, time is represented by a “step” variable S ∈ ℵ, i.e. 
an integer.  

Continuous and discrete approaches represent two very 
different ontological viewpoints on the same concept of 
time. They not only differ in appearance, but also come 
with radically different concepts and methods, witness the 
mathematical and computational analysis of continuous 
versus discrete systems, for which there exists a vast litera-
ture spanning several centuries (e.g., [4] and [5]).  
From the computational perspective, there is the additional 
problem that continuous analysis is based on the notion of 
derivatives and infinitesimal quantities (differential calcu-
lus dating back to Leibniz’s 1684 article [4]). As the com-
puter is an inherently discrete machine, computer methods 
for continuous systems invariably introduce approxima-
tions that are in fact a kind of systematic error (known as 
discretization or truncation error [2, 3]).  In this paper I 
pose – and solve – the problem: can we construct an ontol-
ogy mapping between continuous and discrete ontologies 
of time, which is both mathematically rigorous and compu-
tationally adequate, and is able to avoid systematic error in 
changing from one temporal perspective to the other?   
More simply: is it possible to reformulate any given form of 
continuous-time dynamics in discrete time, rigorously, 
without any compromise or computational approximation? 
The answer to this question is yes; the ontology mapping 
solution outlined in this paper entails a novel method that I 
call the T transform. Important characteristics of this new 
transform method are: (1) conceptually, it is a radical de-
parture from the traditional view and techniques regarding 
the relationship between continuous and discrete time; (2) 
it succeeds in fundamentally avoiding computer-introduced 
systematic error in handling differential calculus; (3) it has 
informational advantages, by generating certain important 
systems information directly that is not so easy to obtain by 
conventional methods; (4) it gives rise to several new and 
elegant discrete algorithms for systems analysis; and (5) it 
has an extremely wide spectrum of applications and gener-
alizations (even beyond time).  
I will go through these aspects below in brief. 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
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“NAIVE DYNAMICS”: TEMPORAL 
ONTOLOGIES AND THEIR MAPPING  

Axiomatization of Time Ontologies  
Van Benthem [1] gives a tense-logical formalization of a 
great variety of temporal ontologies. His axiomatization for 
point ontologies of time is over temporal structures consist-
ing of a non-empty set of time points ordered by a binary 
precedence relation <. It contains the following shared 
axioms for discrete and continuous time:  
• TRANS: time ordering is transitive.  
• IRREF: the property of irreflexivity; together TRANS 

and IRREF model the (asymmetric) notion of the flow 
(or arrow or “river”) of time. 

• LIN: linearity, expressing that time structures have a 
single path (or river flow bed) without branching.  

• SUCC: time has no end point (continuing succession 
towards the future). 

The difference between discrete and continuous time 
comes with the choice of a final temporal axiom, either one 
of the following two options:   
• DENS: infinite divisibility of time, i.e. between any 

two time points there is always another one.  
• DISC: discreteness; time is not infinitely divisible, but 

has the property of “stepwise” succession. 
This suffices as axiomatization of the point-based temporal 
ontologies I consider in this paper. Van Benthem shows 
that this axiomatization is syntactically complete. He also 
shows that it admits of several models. Thus, real-
numbered time t ∈ ℜ (where the axiom DENS is implied 
by the stronger continuity axiom CONT) and discrete 
event-based integer time S ∈ ℵ (where as we shall see S 
indeed can be usefully read as “step”) are a specific model 
choice for the above ontological theories. However, these 
are by far the most common and useful ones in scientific 
practice, and that’s why I stick to them.  
Clearly, the above two formal temporal ontologies are 
rather concise and simple themselves. This turns out not to 
be the case for discrete-continuous ontology mappings, 
however. I will now proceed to show that (1) temporal on-
tology mappings are important general constructs with 
many practical applications and implications, but (2) they 
are not unique, as several different useful ontology map-
pings can be constructed.  

Standard Time Ontology Mapping  
Let us consider first the traditional approach to continuous-
discrete temporal ontology mapping, which is entrenched 
in today’s standard techniques for numerical analysis and 
simulation of system dynamics and evolution [2]. Typi-
cally, one assumes that the discrete time steps or events S = 
0, 1, 2, ... are embedded in continuous time t ∈ ℜ by as-
suming that the integer time point “1” (etc.) maps onto the 
real time point “1.000...” (etc.), as depicted in Figure 1. 
This looks very logical and natural indeed: formally the 

standard time ontology mapping between continuous and 
discrete time is (note: both ways) given by the simple lin-
ear function:  

t / τ =  S   or   t  =  Sτ,  so that  (1a)  
XS = xt/τ .    (1b) 

This equation is the ontological explication of the standard 
operating procedure in conventional real mathematical-
numerical analysis. Here, τ denotes the free (user-
selectable) parameter known as the “stepsize” in continu-
ous systems simulation.  

 
Figure 1. Traditional view on the mapping between con-

tinuous and discrete time. 
How does this linear ontology mapping work in practice? 
Let us take a look at the prototypical formulation of con-
tinuous dynamic systems, viz., the ordinary differential 
equation1  (ODE):  

d/dt xt =  f(xt)     (2) 
As this is an equation in continuous time involving, more-
over, infinitesimal calculus, it is not suitable for direct 
computer treatment. The standard approach then is to dis-
cretize the ODE (2) in time. The simplest choice to do so is 

                                                                 
1 It is conceptually interesting to reread Leibniz’s original article of 1684 

[4]. He clearly talks about dx and dt as finite differences, and then pro-
ceeds with stating the rules of differential calculus as if they are infini-
tesimals. He does not offer any justification; in actual fact his rules are 
incorrect for finite quantities (they neglect the higher-order differences 
that vanish in the infinitesimal case). He is sufficiently self-confident (or 
arrogant) to simply ignore this fundamental problem, and then saves the 
day by coming up with an important useful application example (he de-
rives the refraction law of Snellius directly from Fermat’s principle). So 
it seems he was lucky to live in ancient times as his article would be 
unlikely to survive any modern peer review. No wonder that people like 
the idealist philosopher Bishop Berkeley (1734) made fun out of the be-
lievers in this new calculus, deriding it as strange magic by juggling 
with different kinds of zeros (he added the wider point, against non-
religious rationalists such as Halley, that if you do believe in this weird 
calculus stuff (“ghosts of departed quantities”), you also rob yourself of 
the right to criticize matters of theology). Proponents, among them Ber-
noulli, Euler, Maclaurin, D’Alembert, etc. ultimately defeated him by 
striking back with proper theoretical foundations of the new calculus. 
Interestingly, this whole conceptual struggle, involving a long string of 
the brightest mathematical geniuses of their time, took more than one 
century and a half. 
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by dropping the infinitesimal limit in the definition of the 
derivative and invoking Eq. (1b). Then  

(xt+τ  - xt) / τ   =  f(xt)     (3a) 
or   

∆XS ≡  XS+1 - XS = τ f(XS)   (3b) 
Equation (3) is computationally a one-step forward differ-
ence, generally known as the Euler algorithm.  
The Euler formula is essentially a direct application of the 
standard continuous-discrete time ontology mapping of Eq. 
(1) and Figure 1 (where I have assumed that the step size τ  
= 1; this simplifies the bookkeeping and can be done with-
out loss of generality). It replaces the continuous dynamic 
system by a discrete-time one that is easy to compute (here, 
by a one-step forward recursion). It is not really used in 
practice, precisely because it nicely illustrates a key prob-
lem of the digital computation of continuous dynamics: it is 
inherently approximate (the systematic error mentioned 
earlier: the higher-order differences ignored by Leibniz can 
no longer be neglected in a finite computation).  
Nevertheless, Euler’s formula is rightfully seen as the 
grandfather of all ODE solving algorithms. Any ODE 
solver attempts to correct its shortcomings, lack of accu-
racy and sometimes also of stability, by including higher 
difference contributions (equivalently, orders of the Taylor 
expansion) up to a prespecified order. As there are zillions 
of ways to do this, each with specific advantages and 
drawbacks, this has become a computing art in itself. The 
famous Runge-Kutta algorithms, the universal workhorse 
to simulate continuous dynamic systems, are a case in 
point. However, this can only be done to a limited extent, 
as explained in a very accessible and practical way in [2]. 
In essence, the standard linear ontology mapping of Eq. (1) 
inherently and unavoidably introduces approximations in 
the digital computation of what basically are infinitesimal 
quantities.  

“Naive Dynamics”  
Although never stated this way, the key problem of the 
standard algorithms for continuous dynamics transformed 
to a computationally tractable discrete-time system is there-
fore the underlying assumption of a linear mapping be-
tween time ontologies.  
With an allusion to Hayes’s “Naive Physics Manifesto” 
(1978/85), one might say that what makes the standard 
linear ontology mapping attractive is that it leads to a sim-
ply understandable form of “naive dynamics” for complex 
(nonlinear) systems of the type (2), witness Eqs. (1) and 
(3). Equations (1) and (3) are both nice to have from the 
standpoint of naive dynamics. Unfortunately, scientific 
history has demonstrated that they cannot both be valid 
simultaneously. The standard approach then makes the 
choice that the linear time ontology mapping (1) is correct, 
but precisely this assumption invalidates the basic discrete 
Euler formula (3) and its descendants such as Runge-Kutta 

for infinitesimal calculus proper. Correcting for this is what 
makes the usual algorithms for continuous dynamics so 
complicated (or non-naive).  
Now, my aim is to retain in some form this idea of naive 
dynamics. I will do this in a novel way, in fact the precise 
opposite of the standard computational approach. Specifi-
cally, I will start from the principle of the correctness of an 
Euler-type formula as (3). The key reason is that, if you 
succeed in doing this, computation and prediction of con-
tinuous systems is extremely simple, since Eq. (3) is a one-
step forward difference in discrete time, and the whole fu-
ture is predicted (without any approximation in the sense of 
built-in systematic bias, as in the standard approach) by 
repeated application of (3).  
The necessary consequence of this alternative route is that 
one has to drop the correctness of the linear ontology map-
ping (1). However, as I will show, there is no principal 
reason why there can’t be alternative ontology mappings 
with beautiful and desirable conceptual and computational 
properties – but consequently they must be nonlinear with 
respect to time. In other words, you have to “bend” time.  

T: THE TRANSFORMATION OF TIME  

Probabilistic Embedding of Events in Time  
I now construct a new alternative class of temporal ontol-
ogy mappings by means of the following procedure that 
embeds discrete events S in continuous time t. Imagine that 
the time difference (in continuous time) between the occur-
rence of two subsequent (discrete) events is not fixed and 
constant, as in the traditional approach (cf. the constant τ in 
Eq. (1)), but actually is random. So, after the start event 
S=0 that occurs at some given start time t0 (taken to be t=0 
in the remainder), the discrete time events S >0 occur ran-
domly at continuous time points tS, and the time intervals 
between two steps T1=t1-t0, ..., TS+1=tS+1-tS are all random 
variables, governed by some given probability distribution 
(which I assume to be the same for all events).  

Accordingly, let P(t, S) be the probability that in the inter-
val [0,t] precisely S discrete events or steps have occurred. 
Then the time ontology mapping replacing Eq. (1) reads:  

 
Generally, this is a nonlinear ontology mapping, with re-
spect to both time variables t and S. Equation (4) actually 
represents a whole class of ontology mappings, because 
there are many choices for the probability function P(t, S).   

For this probability I now take a specific choice, namely:  
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This nonlinear ontology mapping (xt = T(XS) in short) em-
beds discrete events in continuous time by means of a sto-
chastic process known as the Poisson process. Although 
fundamentally different from Eq. (1), it likewise has an 
elegant conceptual interpretation. The linear ontology 
mapping (1) essentially says that all discrete events occur 
totally correlated in continuous time: once we know the 
time instant of the initial event and the (fixed) waiting time 
constant τ between events, the time occurrence of all events 
is wholly fixed, carved in stone with military precision as it 
were (cf. Figure 1).  

In contrast, the nonlinear ontology mapping of Eq. (5) es-
sentially represents the opposite situation, in which all 
events occur independently and so are totally uncorrelated. 
This situation often occurs in reality. For example the arri-
val of incoming phone calls at a helpdesk is expressed by a 
Poisson process. Calls arrive not with fixed time intervals 
between them but irregularly; the probability distribution 
for the random time TS between two steps is a negative 
exponential, and the constant τ in Eq. (5) now represents 
the average waiting time between two subsequent events.  

What does this buy us? In essence, the time ontology map-
ping is a transform expression – the case of Eq. (5) I call 
the T or T transform – that transforms a continuous func-
tion xt into a discrete function XS. Transform methods are 
well-developed: they already stem from early 19th century 
mathematics, the Laplace and Fourier transforms probably 
the best known ones. Although mathematically demanding, 
their key idea is simple: if you can map the original prob-
lem (say, the ODE (2)) from the original space (here, con-
tinuous time) into a different problem in a new space where 
it is simple to solve, then you are done by simply back-
transforming the found solution to the original space. This 
is what for example the Laplace transform does: it trans-
forms differential equations from continuous time into sim-
ple-to-solve algebraic equations in frequency space. But 
you already find this transform idea in the solution of the 
mutilated chessboard problem, or in that of the children’s 
game called Nim.  

My transform idea expressed in Eq. (4) and in the T or T 
transform (5) is new and special in the sense that it trans-
forms a problem formulated in continuous time into one 
that is formulated in discrete time. Discrete problems are 
much more suitable for solution by a computer than con-
tinuous ones; once the discrete solution is found we simply 
back-transform it into the continuous solution we are actu-
ally looking for by using (4) or (5).2 That this idea practi-
cally works I am going to show now.  

                                                                 
2 For the real connoisseur, I mention in passing that the linear ontology 

mapping of Eq. (1) can be interpreted, like my T transform (5), as a spe-
cial case of the probabilistic transform (4). It is the limiting case in 
which the waiting-time distribution between events is the Dirac delta 
function δ(t-τ). Reworking Eq. (4) on this basis by using its Laplace 
transform, one is led to a generating function method known as the z 

Key Properties of the T Transform  
Some key properties of my T (T) transform between dis-
crete and continuous time are given in Table 1.  

Table 1. Properties of the T transform Eq. (5) 

Property 
No. 

Continuous-time 
function  

xt = T (XS) 

Discrete-time func-
tion  

XS =  T (xt) 
I. 1 (constant) 1 (constant) 

II. t S 
III. t2 S(S-1) 
IV. t3 S(S-1)(S-2) 
V. tn S! / (S-n+1)! 
VI. eAt (1 + A)S 
VII. A xt + B yt A XS + B YS 
VIII. d/dt xt ∆ XS ≡  XS+1 - XS 
IX. dn/dtn xt ∆n XS 

X. ft ≡ yt × xt   
FS =  

∑n=0
n=S [S!/((S-n)!n!)]  
 ∆S-n Y0  × Xn 

 
Proofs. There are several possible derivations of the prop-
erties in Table 1, but they require some background in real 
mathematical analysis. Property I immediately follows 
from the observation that the sum of P(t, S) over all steps 
equals unity by definition, because it is a probability func-
tion. Property VII also follows immediately by direct alge-
braic manipulation. To prove property VIII, we differenti-
ate both sides of Eq. (5) with respect to t and rearrange 
terms at the right-hand side, with a simple change of dis-
crete-time variable S. Property IX then follows (for exam-
ple) by repeating this procedure and complete induction 
towards the order of differentiation. Properties II-V all fol-
low from differentiating Eq. (5) and invoking I, VIII and 
IX. Finally, properties VI and X are discussed in more de-
tail in the next section in the context of various ODE appli-
cations. □  
The first property (No. I) is interesting in that it conceptu-
ally implies that any constant of the motion in continuous 
time (think of energy, momentum, angular momentum, 
probability, flux) is also a constant of the motion in discrete 
time. The second property (No. II) states that linear func-
tions in continuous time transform to linear functions in 
discrete time. These are properties that the nonlinear ontol-
ogy mapping (5) shares with the linear one of Eq. (1).  

                                                                                                           
transform, which in digital control theory is also sometimes called the 
discrete Laplace transform. It directly yields the linear ontology map-
ping of Eq. (1b). Hence – although this is hardly ever explicitly recog-
nized – also the standard numerical approach using the linear ontology 
mapping Eq. (1) is fundamentally based on a transform idea.  
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Other properties are unique to my T transform (5). In 
particular, continuous-time functions map onto similar (e.g. 
same-order polynomials, cf. properties III-VI) but not iden-
tical functions in discrete time. This is in stark contrast to 
the assumption in the standard received view that employs 
the same function in both continuous and discrete time (cf. 
Eq. (3a)). Property VII says that the T transform is a linear 
transform3.  
Properties VIII and IX are the crucial ones: the T transform 
maps the derivative d/dt onto a finite first-order discrete 
forward difference ∆. Hence, Euler-type formulas similar 
to (3) will be correct under the T transform. Moreover, this 
extends to the higher-order derivatives, which are simply 
found by repeated application of the finite forward differ-
ence ∆. As a consequence, a beautiful and important prop-
erty of the nonlinear time ontology mapping (5) is that it in 
discrete time produces the higher-order derivatives of con-
tinuous time, one by one and exactly. The production of the 
XS values in discrete time yields a tableau (see Figure 2), 
by simple subtraction or addition, that contains all desired 
information.  

 
Figure 2. The T transform yields a tableau that contains 

the discrete solution to derivatives of any order. 
If for example xt denotes the position in a space at a certain 
time, the tableau not only gives the solution for the location 
(coefficients XS) but it simultaneously solves the question 
as to its velocity (∆XS), acceleration (∆2XS), etc. In addition 
it is able to reconstruct, by using only the T transform 
equation (5), the values of the continuous variables at any 
desired point in continuous time t. These are all major in-
formational and computational advantages that show the 
power of the T transform temporal ontology mapping.  

Leibniz Reversed 
Consequently, we have achieved the earlier stated aim of 
“naive dynamics” by showing the validity of the one-step 
                                                                 
3 Perhaps this sounds a bit confusing, but linearity is only a relative no-

tion. As stated earlier, the T transform is nonlinear with respect to the 
time variables t and S (see Eq. (5)). With respect to the temporal func-
tions XS and xt, however, it is linear, in accordance with property VII.  

forward difference formula (3b) as the correct expression 
for differentiation of a continuous variable. In a sense, we 
have achieved this by conceptually reversing Leibniz. 
Leibniz talked about infinitesimals as finite quantities, and 
subsequently invented the correct rules of differential cal-
culus. We took differential calculus, and subsequently in-
vented a temporal ontology mapping that makes it actually 
correct to treat infinitesimals as finite quantities, just by 
switching from continuous to discrete time! 

A FEW APPLICATIONS AND 
IMPLICATIONS 

Computer Right, Man Wrong (Save Euler)  
I first show how you can solve large-scale linear differen-
tial systems by temporal ontology mapping. This turns out 
to have an interesting side implication on the conceptual 
interpretation of what algorithms do.  
A widely used special case of the ODE (2) is the linear 
system:  

d/dt xt = A xt     (6) 
This equation also describes dynamic systems in many di-
mensions; then, A is not to be interpreted as a one-
dimensional constant (scalar) but as a matrix. The deriva-
tion below is then generally valid for any number of di-
mensions.  
To solve this by ontology mapping, we first transform the 
problem from continuous time to discrete time. Using 
property VIII of Table 1, the discrete version of Eq. (6) is:  

∆ XS =  A XS      (7) 
 
Next, we construct the solution in discrete time starting 
from the known initial condition x0 = X0, and repeatedly 
applying the forward difference definition of the operator 
∆. In effect, the whole discrete solution is stepwise pro-
duced (also in many dimensions) by the Euler algorithm 
(3b). From Eq. (7) it is easy to see that the discrete solution 
is:  

XS+1 = (1 + A) XS  ⇒  XS = (1 + A)S X0  (8) 
Finally, this solution is back-transformed to continuous 
time by using Eq. (5). In the general case this can be done 
computationally by various methods (e.g. by successive 
sequences of one-step recursions or, parallelized, by matrix 
methods), where as a bonus you have a free choice for the 
time points t you are actually interested in. In the present 
case, the continuous solution is just a matter of simple table 
look-up, see property VI in Table 1. Hence, the ontology 
mapping method solves the dynamic problem (6) by first 
transforming the problem to a new (discrete) space, next 
solve it there, and then transform this solution back to the 
original (continuous) space, where it reads:  

xt =  eAt x0      (9) 
So, we have solved a problem involving infinitesimal cal-
culus in a strictly discrete fashion, not by directly attacking 
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the computation of derivatives in an approximate fashion 
(which is the standard way of doing it), but indirectly by 
changing the problem space first. I mention in passing that 
the above also yields a proof of property VI in Table 1: just 
insert Eq. (8) into Eq. (5) and carry out the summation.  
The case discussed here has several important general ap-
plications. For example, it applies to both random walks 
and master equations; both have many practical applica-
tions in many different disciplines. As a bonus, the T trans-
form proves that they are their mutual discrete and con-
tinuous-time equivalents, see also [6].  
A possibly even broader application is that it is applicable 
to the modern state-space approach to control systems the-
ory: adding a control signal term to Eq. (6), i.e. a function 
explicitly dependent on t, yields the fundamental systems 
formulation underlying control engineering of multi-
dimensional continuous systems. The methods developed 
in this paper open up the opportunity to treat such systems 
by strictly discrete computer methods.  
The above results give some (I believe entertaining) reha-
bilitation of the Euler algorithm. Let me quote a statement 
from [2], a remark that is prototypical for any modern text-
book treatment of numerical methods: “There are several 
reasons that Euler’s method is not recommended for practi-
cal use, among them, (i) the method is not very accurate 
(...), and (ii) neither is it very stable” ([2], p. 704). In con-
flict with this statement, the dynamic problem (6) has been 
solved here exactly by the Euler method. However, you 
should interpret the results of the algorithm not as rough 
direct estimates of the continuous-time point solution (see 
Eq. (3a), the standard interpretation). Instead, it is to be 
seen as an indirect method producing the exact solution, 
however, in discrete time (according to Eq. (3b)). In con-
clusion, (1) evasive maneuvers do solve problems, and (2) 
the computer got it all right all these years, but man’s con-
ceptual interpretation of its outputs has always been wrong 
(except for Euler, of course).   

Shoham’s Extended Prediction Problem Does 
Not Exist 
In his book “Reasoning about Change” (1988), Shoham 
worries that the usual differential dynamics (cf. Eqs. (2) 
and (6)) only gives a prediction of an infinitesimally small 
time step forward from the considered current time point t. 
So how is it actually possible at all to make predictions 
over extended and finite periods of time on this basis? He 
calls this the extended prediction problem. My ontology 
mapping gives a direct solution to this: it turns the deriva-
tive into a strictly discrete and finite one-step forward dif-
ference into the future. Once you have solved this finite 
and discrete problem, you simply transform its solution 
back for any desired time t using the T transform (5). The 
extended prediction problem thus seems to satisfy the 
quoted Bishop Berkeley 1734 characterization concerning 
“ghosts of departed quantities”.  

Nonlinearity and the Curvature of Time:  
Bend It Like Beckham 
The next important  step is to show that the T transform 
method also handles nonlinear dynamics well. This gives it 
a major advantage over other transforms such as the 
Laplace and z ones. I will give a basic example of this, by 
considering a special case of the ODE (2), namely:  

d/dt xt = A xt (1- xt )    (10) 

which is generally known as the logistic equation.  

Logistic equation models. Varieties of it are widely used 
in practice, for example in population models of competing 
species in ecology. In one dimension, the linear term repre-
sents exponential growth, but the nonlinear (quadratic) 
term models self-limiting effects: lambs eat grass, but if 
there are too many in a territory (outside paradise), their 
population growth is ultimately restricted due to resource 
limitations. In more dimensions, the logistic equation can 
model interactions between species: lions eat lambs, but if 
they eat too many, first the number of available lambs will 
drop, and ultimately their own population numbers will go 
down. It is easy to imagine that such models often lead to 
(nonlinear) oscillatory cycles in population growth, with 
time delays between those of interacting species.  

Solving the nonlinear logistic system (10) follows the same 
transform procedure as discussed above. Now, however, 
we have to use property X of Table 1 for its time transfor-
mation. This property might seem mathematically complex, 
but it is actually a discrete convolution that is computation-
ally very simple to handle (it’s just a sequence of basic 
additions and multiplications). Property X can be formally 
proven by (rather tedious) algebraic manipulation, properly 
rearranging terms at the right-hand side (a much more ele-
gant derivation uses symbolic operator algebra, but this is 
beyond the space of this article). This results in an analyti-
cal solution of the nonlinear ODE (10)  in discrete time:  

 
The first term of this solution gives the linear part (as dis-
cussed above), and the second term yields the nonlinear 
effects. Again a variant of the Euler-type algorithm is 
suited to the task of prediction: from Eq. (11) it is easy to 
see that the discrete solution XS obtains by successive sin-
gle-step forward recursions starting from the known initial 
condition X0 and then going forward in time: S=1, next S=2 
etc. The probabilistic T map (5) then delivers the solution 
in continuous time for any desired time point t.  

It is instructive to compare the solution (11) of the continu-
ous ODE (10) with (i) the discrete solution (8) of the linear 
system (6), and with (ii) the nonlinear discrete dynamic 
system that is usually seen as its discrete analog (and there-
fore is known as the logistic map):  
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XS+1 = A XS (1 – XS)     (12) 

 This logistic map is famous because it is more or less the 
simplest system that exhibits chaotic dynamic behaviour 
(in contrast to the logistic ODE). Again, there is a linear 
term and a quadratic nonlinearity, now in discrete time. But 
there is an essential structural difference between the dis-
crete solution (11) to the logistic ODE on the one hand, and 
the linear system (8) and logistic map (12) on the other 
hand. The latter are iterated maps, i.e., result from repeated 
function application; to obtain the value at the next time-
point one only needs the preceding timepoint.  

In contrast, Eq. (11) shows that in the solution of the logis-
tic ODE all previous time points are involved. So, this con-
tinuous dynamic system has a memory in discrete time, 
even though this is not at all evident from the ODE formu-
lation (10) that involves a single continuous timepoint. Al-
though they share the name, the logistic ODE and the logis-
tic map are totally different in their dynamic behaviour.   

Lorenz chaos. Property X of Table 1 also enables to solve 
in discrete time the well-known Lorenz model (1963), de-
veloped to better understand atmospheric dynamics for 
long-range weather prediction. It became prominent be-
cause it was the first demonstration of the occurrence of 
chaotic behaviour in deterministic systems, with a so-called 
strange attractor (the famous “butterfly” shape to which the 
system tends in phase space). The Lorenz model is a simple 
3D system with quadratic-type (in fact, bilinear) nonlineari-
ties. So, property X directly applies, and the discrete solu-
tion of the Lorenz model has the same structure as Eq. (11).  

In general, nonlinearity in continuous dynamics has the 
effect that it “bends like Beckham” the solution in discrete 
time: in contrast to the linear system Eq. (8), all values at 
time points before S play an explicit role in the full solution 
at time S, although the solution itself can always be com-
puted by a one-step forward algorithm that also maintains 
the normal causal order of events, both in continuous and 
discrete time.  

Preview of Coming Attractions 
It is probably most interesting here to briefly investigate 
the impact on the structure of time resulting from nonlinear 
dynamics. Namely, the above methods and results suggest 
some intriguing conceptual (or if you wish, philosophical) 
insights into the nature of time, particularly regarding 
“density” and “curvature” of time. 

Consider the nonlinear differential equation (2) in general 
and how it changes under the T temporal ontology mapping 
(5). The left-hand side T(lhs) is easy: according to property 
VIII it always maps onto a simple one-step forward differ-
ence. The right-hand side involves a composite function 
f(x(t)) that is generally nonlinear. Taking the transform 
T(rhs) changes our ontological view on the dynamic world 
in two stages:  

• First, it changes the function f, seen as a function of x 
only, into a similar but not identical function F (wit-
ness for example the properties III-VI and X). This is 
already an important difference with the standard ap-
proach depicted in Figure 1.  

• Second, it also changes the function x seen as a func-
tion of t (since the same properties apply again). 

If we attempt to visualize this latter effect, we get a picture 
radically different from Figure 1. What happens is that the 
average density of the occurrence of (discrete) events is not 
constant but changes over the (continuous) time axis.  

You might visualize this by imagining that the discrete time 
axis gets curved, and in continuous time you only see its 
projection onto the continuous time axis (see Figure 3). It is 
actually not difficult to find examples where the discrete-
time “curvature” becomes so strong that it creates a singu-
larity in (note: finite) continuous time.  

Thus, the metaphor of the flow of time as a river [1] gets 
strangely bent due to nonlinearities: it’s possible to create 
something like a black hole in the river bed of the timeline!  

 
Figure 3. The T temporal ontology mapping may lead to 

flows of time that are “curved”.  

UPPER-LEVEL GENERALIZATIONS 
This paper only outlines a small fraction of the results I 
have developed concerning nonlinear ontology mappings 
between time, and could only hint at the underlying 
mathematical proofs and algorithms. A few final general 
remarks are in order.  

The uses of “old” science. First, the whole theory of tem-
poral ontology mapping can be founded upon various treas-
ures stemming from rather ancient mathematics. Much of it 
has more or less become extinct and superseded by modern 
computer (in fact, number crunching) approaches, and as a 
result is not treated anymore in modern textbooks on 
numerical methods. Specifically, this theory can be set up 
in a very elegant and concise way by means of symbolic 
operator algebra [3] as you find it in the textbook by Boole 
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[5] (the first edition was from 1860, by the way). What I 
actually find gratifying is that these methods are not just 
ancient, but if you develop them further as I tried to do in 
this paper, they can be actually made ready for today’s in-
telligent system-style computing, and made valuable be-
yond popular number crunching styles of computing. A 
few examples have been given in this paper.  

Computational complexity. An issue not discussed in this 
paper is the computational complexity of the algorithms 
related to the T transform. Generally, they are of low-
degree polynomial complexity. The calculation of the T 
transform (5) itself is of order O(N2), where N is the num-
ber of timepoints considered (same order as matrix multi-
plication; this also applies to the inverse transform, as T 
turns out to be a so-called orthogonal transformation). The 
computational complexity of the solution of ODEs is com-
monly measured in terms of the number of function evalua-
tions (the right-hand side of Eq. (2)). Then, the T transform 
method of solution is of linear complexity in time, cf. Eq. 
(11); I note that this is also true in the general case. 

AI temporal reasoning and android epistemology. The 
present work has important differences with respect to 
much of the work in AI temporal reasoning (see e.g. [7]) in 
terms of focus and assumptions. The present work uses 
standard point algebra from mathematics, and therefore 
interval algebras and axiomatizations (such as Allen’s, see 
also [1] and [7]) are not really relevant here. Important in 
my approach is that time is a metric space, i.e. a distance 
measure can be defined (in AI temporal reasoning usually 
called duration information). Another important difference 
is the type of tasks considered. AI temporal reasoning has 
spent much effort on constraint-based algorithms for estab-
lishing (partial) temporal ordering, possibly under incom-
plete or uncertain information. In contrast, this paper as-
sumes full linear ordering in time (this is precisely what the 
variable S expresses), and focuses on tasks of prediction 
and control (in line with physics and mathematics). This 
paper shows that also in the point approach to temporal 
reasoning a lot of interesting progress can still be made.  
 
If one refrains from delving into the mathematics, it yields 
some conceptual consequences for “android epistemology”. 
Androids (computers, robots and other discrete machines 
such as presumably StarTrek's Mr. Data) live in a discrete 
spacetime. Humanoids seem to live in a continuous space-
time. So they inhabit ontologically speaking fundamentally 
different worlds. One might think that continuous beings 
can do all kinds of things in their spacetime that discrete 
beings cannot do in theirs – since continuous spacetime has 
many more points one can do something in or at than dis-
crete spacetime. This paper shows this is not true: if they 
are sufficiently intelligent, discrete beings can do anything 
continuous beings can. Being “intelligent” can even be 
mathematically expressed here: the reasoning assumption 

that spacetime has characteristics of randomness, and still 
is causally ordered, according to Eq. (5).  
Above I discussed things from the perspective of time. 
Surely this is a key top-level ontology concept. However, 
my approach and methods also work for types of independ-
ent variables other than time. Other continuous variables 
can be formally discretized in this way as well. For exam-
ple, one can in this manner also treat the concept of space.  
 
Ontology: content vs. representation. Finally, the paper 
has provided an in-depth case study in ontology mapping. I 
submit that this provides some evidence that ontology 
building, mapping, and reuse is much a substantive issue, 
more than a matter of generic representation language and 
semantic tooling. I note that this is already the case for such 
a high-level, generic, common, and commonsensical con-
cept as time that does not depend on a specific domain. 
Substantive or content issues will be even more strongly 
present in task and domain specific ontologies. But in the 
end this is where the real semantic and web intelligence 
applications will be. This is perhaps a sign that the seman-
tic research community at some point cannot avoid signifi-
cant substantive issues in Web ontology, and has to be 
careful about (over)emphasis of generic representation and 
tooling issues without adequate domain grounding. Or, be 
sufficiently moderate in its expectations of the size of its 
own role in building the Semantic Web.  
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ABSTRACT 
In this document, we describe a light-weighted ontology 
mediation method that allows users to send semantic 
queries to distant data repositories to browse for learning 
object metadata. In a collaborative E-learning community, 
member data repositories might use different ontologies to 
control a set of vocabularies describing topics in learning 
resources. This could hinder the search of learning 
resources based on local ontological concepts. With the use 
of WordNet, we develop a toolkit that indexes ontological 
concepts with WordNet senses for semantic browsing in 
order to integrate information in a distributed learning 
community. The effectiveness of the toolkit was validated 
with real-world data in a specific domain, namely E-
learning metadata. 

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information 
Search and Retrieval – information integration, retrieval 
models, search process 

General Terms 
Algorithms, Management, Experimentation, Verification  

Keywords 
Semantic Retrieval, Data Integration, Ontology Mediation 

INTRODUCTION 
As the advance of the Internet and rapid development in E-
learning, more and more institutions are joining to form a 
distributed learning network to allow users to access 
resources from different learning repositories. This creates 
pressure for institutions to provide an efficient way to 
organize a huge volume of materials located in different 
repositories, according to a consistent concept 
classification, in order to answer distributed retrieval 

requests. Currently, the use of metadata and ontologies to 
formalize semantics of concepts in the E-learning domain 
does not completely resolve the problem of interoperability 
in a federated environment. This is because metadata in 
different repositories are very often annotated with 
concepts defined by different ontologies specific to their 
organizations or communities. That makes finding 
information based on a local conceptual framework 
difficult. Different organizations with different 
backgrounds and target audience may use different terms 
with similar semantics to define and describe two similar 
learning resources. In addition to ontological differences, 
linguistic variations in metadata values and lack of use of 
metadata standard across learning network makes direct 
querying with keywords sometimes ineffective to discover 
a conceptually similar metadata. 

PROBLEM DESCRIPTION 
The primary objective of this research is to explore the use 
of semantic signatures expressed in WordNet senses to 
provide mediation between different ontologies in order to 
enhance concept retrieval. Consider the scenario when the 
learner L1 associated with the repository R1 looking for 
learning resources related to the topic of how to find a 
good bass musical instrument, L1 sends out a request 
“search for bass” to remote repositories R2 and R3 
respectively in an E-learning network. However, the 
returned results from them are mixed with many irrelevant 
resources related to catching a bass (e.g. fish). Such a 
problem occurs frequently when the concepts are defined 
by different domain ontologies with different sets of 
vocabularies carrying different intended meanings. Imagine 
another case when the same learner L1 sends out a 
distributed request for learning resources on the topic 
“advance databases”. Since the topic is annotated by the 
concept “database systems II” in remote repositories, that 
is to say it is labelled differently. Therefore, in a concept-
based label matching search, learning resources defined by 
the concept “database systems II” will not be returned for 
the request of “advance databases” even though the two 
concepts are actually semantically equivalent. 
From these simple scenarios, one can easily see that 
without a proper semantic mapping between ontologies in 
heterogeneous data sources, even with the ontology to 
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define vocabulary used to describe metadata on learning 
resources, it is still challenging to find learning resources 
based on the local conceptual definition. 

OVERVIEW OF ONTOLOGY MAPPING 
Semantic or ontology mapping can be described as a 
mapping task that identifies common concepts and 
establishes semantic relationships between heterogeneous 
data models in the same domain of discourse [1]. Since 
semantics is mostly defined by ontological constructs in 
modern knowledge systems, we will use the term semantic 
mapping interchangeably with ontology mapping in this 
discussion. According to [10], ontology mapping between 
two ontologies O1 and O2, can be expressed as a 
mathematical structure: O1 = (C1, A1) to O2 = (C2, A2) by a 
function f: C1→C2 to semantically related concept C1 to 
concept C2 such that A2 |= f(A1) whose all interpretations 
that satisfy axioms in O2 also satisfy axioms in O1. For 
example, if the concept agent (C1) is defined in O1 by a set 
of properties such as <broker, travel agent and officer> 
with axioms such as <part-of agency, is-a individual, is-a 
organization and type-of communicator> (ignoring other 
attributes and cardinality for the sake of simplicity), it is 
possible to map it to a concept representative (C2) defined 
in O2 with a set of properties such as <government agent, 
client, spokesperson and advisor> and having axioms such 
as <part-of government, is-a person, and is-a expert>. This 
assumes that all the semantic interpretations of C1 will be 
respected by C2 in the domain of discourse when executing 
logical inference operation on C2. 

REVIEW OF OTHER APPROACHES 
This section presents a brief overview of two approaches 
on semantic mapping. The two selected approaches are 
GLUE and MAFRA. The former is a system that employs 
machine-learning techniques to find ontology mappings 
with the use of probabilistic multiple learners while the 
latter uses a declarative representation of mappings as 
instances in a mapping ontology defining bridging axioms 
to encode transformation rules. With two domain 
ontologies, for each concept in an ontology GLUE claims 
to find the most similar concept in another ontology [7]. A 
number of features distinct GLUE from other similar 
mapping systems. First, unlike many mapping systems that 
only incorporate single similarity function to determine if 
two concepts are semantically related, GLUE utilizes 
multiple similarity functions to measure the closeness of 
two concepts based on the purpose of the mapping. The 
intuition behind the multiple similarity functions is to take 
advantage of the mapping requirement to relax or limit the 
choice of corresponding concepts. For instance, based on 
the requirement of the application the task of mapping the 
concept “associate professor” can be satisfied by similarity 
criteria “exact”, “most-specific-parent” or “most-general-
child” similarity criteria to find “senior lecturer”, 
“academic staff” or “John Cunningham” respectively. This 

gives GLUE flexibility to find semantic mappings between 
ontologies. Second, GLUE applies a multi-strategy learning 
approach to use certain information discovered by different 
classifiers during the training process. This approach 
divides the classification process into two phases. First, a 
set of base classifiers is developed to classify instances of 
concepts on different attributes with different algorithms. 
Then, the prediction of these base classifiers, assigned with 
different weights representing their importance on overall 
accuracy, is combined to form a meta-learner. Finally, the 
classification is determined by the result from the meta-
learner. As an instance, one base learner can exploits the 
frequency of words in the name property using a Naïve 
Bayes learning technique while another base learner can 
use pattern matching on another property using a Decision 
Tree Induction technique. At the end, the meta-learner will 
gather all the results to form the final prediction. Using 
multiple classifiers, GLUE intends to increase the accuracy 
of the overall prediction. Third, GLUE incorporates label 
relaxation techniques into the matching process to boost the 
matching opportunity based on features of the 
neighbouring nodes. Generally, the relaxation labelling 
iteratively makes use of neighbouring features, domain 
constraints and heuristic knowledge to assign the label of 
the target node. 
MAFRA (Mapping FRAmework) is another ontology 
mapping methodology that prescribes “all phases of the 
ontology mapping process, including analysis, 
specification, representation, execution and evolution” 
[14]. It uses the declarative representation approach in 
ontology mapping by creating a Semantic Bridging 
Ontology (SBO) that contains all concept mappings and 
associated transformation rule information. In this model, 
given two ontologies (source and target), it requires domain 
experts to examine and analyze the class definitions, 
properties, relations and attributes to determine the 
corresponding mapping and transformation method. Then, 
all accumulated information will be encoded into concepts 
in SBO. Therefore, SBO serves as an upper ontology to 
govern the mapping and transformation between two 
ontologies. Each concept in SBO consists of five 
dimensions: they are Entity, Cardinality, Structural, 
Constraint and Transformation. During the process of 
ontology mapping, software agent will inspect the values 
from two given ontologies under these dimensions and 
execute the transformation process when constraints are 
satisfied. 
Some recent approaches like INRIA1 make use of OWL 
API to build a set of alignment APIs with built-in WordNet 
function for the purpose of ontology alignment or axioms 
generation and transformations. However, the details on the 
use of WordNet to generate the alignments are not well 
documented in the published literatures. 

                                                                 
1 http://co4.inrialpes.fr/align/index.html 
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WORDNET  
WordNet is a widely recognized online lexical reference 
system, developed at Princeton University, whose design is 
inspired by “current psycholinguistic theories of human 
lexical memory. English nouns, verbs, adjectives and 
adverbs are organized into synsets (synonym sets), each 
representing one underlying lexical concept that is 
semantically identical to each other” [2]. Synsets are 
interlinked via relationships such as synonymy and 
antonymy, hypernymy and hyponymy (Subclass-Of and 
Superclass-Of), meronymy and holonymy (Part-Of and 
Has-a) [3]. Each synset has a unique identifier (ID) and a 
specific definition. A synset may consist of only a single 
element, or it may have many elements all describing the 
same concept. Each element in a particular synset's list is 
synonymous with all other elements in that synset. For 
example, the synset {World Wide Web, WWW, Web} 
represents the concept of computer network consisting of a 
collection of internet sites. In this context, 'World Wide 
Web', ‘WWW’ and 'Web' are all semantically equivalent. 
For cases where a single word has multiple meanings 
(polysemy), multiple separate and potentially unrelated 
synsets will contain the same word. For instance, the word 
‘Web’ can have 7 multiple meanings defined in WordNet 
as computer network, entanglement, simply spider web and 
etc. 

OUR APPROACH 
To help distributed learning repositories to organize and 
manage their metadata in compliance with a global 
semantic view, we create a semantic mapping strategy 
using WordNet as a mediator to provide word sense 
disambiguation and to generate semantic signature each 
representing learning resource category. 
Semantic signature in the categorical browsing context can 
be defined as a logical grouping of representational word 
senses for a class of metadata. In essence, it is a semantic 
representation of a class label with important WordNet 
senses regarding context. To formalize the concept of 
semantic signature, it can be written as follows: 
 
 

 where ( )Sig c  = semantic signature for class c 
 DSj = set of document senses for class c 
 BSdi = set of best sense in document dj 
 T = all keywords in document dj 

 Fav = selection function to find best sense 
 WS(t) = set of WordNet sense for term ti 
To briefly explain, semantic signature of a class of 
metadata is built from a set of important document senses 
from all documents (metadata records) belonging to a 
particular class. In turn, document senses are generated 

from a collection of the best WordNet senses for all 
representational keywords for a particular document. 
The generation of a semantic signature for a class of 
metadata is divided into three distinct phases. In the rest of 
this section, the general architecture of the methodology is 
described while each phase is discussed in detail and as 
well as illustrated with examples. 

System Design and Architecture 
The methodology for creating semantic signature relies 
heavily on the assumptions that the aggregates of all 
semantic information from metadata records of a particular 
class are a good representation of the concept for that class. 
In fact, the metadata record is an instance of a concept in 
the ontological framework. Moreover, the methodology 
assumes that semantic information of a class can be 
approximated by a set of important word senses from all 
metadata records. Besides, semantic word senses specific to 
the context can be found based on important terms 
extracted from metadata through WordNet. Finally yet 
importantly, it assumes that the local semantic signature for 
a class of metadata is similar to signatures for metadata of 
semantically equivalent concepts in distant repositories. 
The methodology uses k-Nearest Neighbour (kNN) search 
algorithm to classify semantically relevant concepts in 
distant repositories based on local semantic signatures [11]. 
The instances (metadata) of concepts in local repository 
serve as the training dataset. Based on semantic features of 
the local metadata, semantic signatures for each class of 
concepts are formed. To find semantically relevant 
concepts in distant repositories, a distance function is 
defined and used to measure closeness between the query 
signature and semantic signatures for concepts in distant 
repositories. Eventually, k most similar concepts to the 
query signature will be retrieved from remote repositories. 

Figure 1 shows the four phases of the semantic 
signature generation framework. In the Word Extraction 
phase representative features are extracted from each 
metadata document. The Document Preprocessing phase 
eliminates all irrelevant information as well as all non-noun 
words. In the Document Vector Sensitization phase all the 

 
Figure 1. Semantic Signature Generation Framework 
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representative keywords are used as seeds to find the 
corresponding word senses from WordNet. Finally, in the 
Sense Selection phase several strategies are applied to 
select the best word sense is selected among all senses to 
represent each word term. 

 
Signature Generation in Action 
Phase I: Word Extraction 
First, the input metadata are transformed to comply with 
the IEEE LOM standard2 using XML transformer. Then, 
adapted from Edmundsonian paradigm [4], content from 
<Title> and <Description> elements is extracted to 
represent the whole metadata document. That presumes 
that the content from these two elements carry important 
weight as cue phrase to be able to represent the whole 
document [4]. This view seems reasonable in the case of 
learning object metadata because other elements like 
publication date, ISBN or format do not bear good 
semantic information to signify the category of the 
metadata. 
Phase II: Document Preprocessing 
The condensed metadata with only the <Title> and 
<Description> elements are subjected to cleaning to 
remove all stopwords, punctuation information, numerical 
values and irregular symbols. Next, all non-noun words are 
removed using part-of-speech tagger except some 
commonly used phrasal words which carry specific 
meaning. For example, the word “artificial” in the phrase 
“artificial intelligence” will be preserved to retain the 
special meaning of the binary phrase in the branch of 
computer science. The reason why this approach only uses 
nouns as the base keyword is explanined in [5] where it is 
said that long phrases are not easily disambiguated 
comparing to a single word term or a binary word term. 
The accuracy to use a phrase as a distinguishing feature for 
a document classification in effect will be lower through 
previous experiments demonstrated in [6]. On the other 
hand, it has been shown that the use of noun word terms 
carry the most salient expression to serve as distinguishing 
feature for doing text classification [7]. 
Phase III: Document Vector Sensitization 
Supposing that all irrelevant information has been 
eliminated, the physical metadata documents are projected 
onto the vector space model. The document vector 
becomes a logical representation of the physical metadata 
record. Then, using TFIDF weighting scheme we select 
most significant terms across all document vectors to 
represent a category of metadata [12]. After that, each word 
term with the TFIDF score higher than the threshold is sent 
to WordNet to retrieve the corresponding word senses and 
its definition. The threshold is determined by trial and error 
approach with a test run. A single word term can have 

                                                                 
2 http://ieeeltsc.org/wg12LOM/lomDescription 

multiple word senses retrieved. For example, the word 
“search” can be mapped to WordNet senses as <hunting, 
hunt>, <lookup> and <investigation>. Because of this, the 
mapping information of a single noun word term can be 
denoted by a triple construct in the form <T, S, D> where T 
is the original word term, S is the synset of T and D is the 
definition of T. When a noun term can be mapped to 
multiple senses, there will be multiple triples. Take the 
word term “search” as an example. After the sensitization, 
it becomes <search – {hunting. hunt} = “the activity of 
looking thoroughly in order to find something or someone” 
(TFIDF 0.623101)> in triple construct. The triple construct 
format is used to substitute the original word term in the 
master document vector. Then again, recall that since a 
single word term could be mapped to possible different 
word senses through WordNet. Each word sense is 
represented in synset which may have multiple 
synonymous terms. Because of this, the length of the 
document vector in word sense will grow considerably. 
This problem is addressed in the next phase. 
Phase IV: Sense Selection Strategy (S3) 
This is the last, and the most crucial phase in the method. It 
chooses the best word sense among all retrieved word 
senses from WordNet to represent the word term. As 
stated, a word term can be mapped to multiple WordNet 
senses. In such a case, the dimensionality of the vector 
grows significantly after the sensitization procedure. 
Imagine that a word term “light” can be mapped to 15 
WordNet noun senses “visible light”, “light source”, 
“luminosity”, “lighting”, etc. The growth ratio is 15 times 
in this case. Such a high dimension not only negatively 
affects the efficiency of the similarity computation, but 
more seriously, the many senses are noise which does not 
carry actual meaning of the word in the context of the 
document. Included irrelevant senses will distort the 
semantic representation of the signature and lower the 
accuracy in similarity calculation when finding similar 
classes of metadata using signature matching. On the other 
hand, from the semantic knowledge standpoint, WordNet 
senses only provide the lexical information of the word 
term, but not the contextual information to determine how 
the meaning is clarified in a specified context [8]. Without 
that, the semantic signature is just a bigger collection of 
keywords and would have small use in identifying the 
classes of metadata based on the semantic relevance of the 
signature. Therefore, it is necessary to find a way to reduce 
the dimension and only select the sense that conveys the 
main idea of the word in the current context. To select the 
best sense representing a word term, a contextual-based 
Senses Selection Strategy (S3) is applied to retrieved word 
senses. The strategy is based on the assumption that the 
local contextual information of a document serves as a 
good hint to tell which sense represents the actual meaning 
of the word term best. The S3 approach can be summarized 
in the following algorithm: 
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Steps of algorithm (Calculate the best senses for class C1): 

For each metadata document D ∈ C
1 

  Get the list of synsets for each word term T
1 ∈ D 

  For each synset Syn
1
 of the word term T

1 
    For each sense term Si ∈ Syn1 
       1.  Compute associative frequency af for Si to other senses Sk  
            ∈ Synk, Synk ⊆ Tk and T1 ≠ Tk 
            1.1 Find the sense Sl with highest score Max(af) 
            1.2 If (Max(af) < 1) then go to 2 otherwise stop and  
                 return Sl 
     2.  Compute associative frequency af for Si to k-order parent  
            senses PSk ∈ P(Synk), P(Synk) ⊆ Tk and T1 ≠ Tk 
            2.1 Find the sense Sp with highest score Max(af) 
            2.2 If (Max(af) < 1) then go to 3 otherwise stop and  
                  return Sp 
     3.  Return the most popular sense Sw offered by WordNet 
   Return the Best Sense to represent word term T1 
Aggregate all sense from all important word terms to represent 
signature of the document D 
 
The algorithm works in the following way. For each word 
sense of a word term, it first computes the associative 
frequency (af) of each sense term in a synset to other sense 
terms in other synset of other word terms in the same 
document. From this, the most occurred word sense will be 
used to substitute the semantic representation of the word 
term.  
Next, if the word sense of a word term cannot be 
discriminated by Strategy 1, the algorithm generalizes the 
word term to the k-order parent senses. In this approach, 
the value of k is 1. Hence, it generalizes to its immediate 
parent word sense. Referring to Figure 2, Strategy 2 will use 
the immediate parent sense to compute the associative frequency 
against other senses from other word terms in the document 
vector. As such, in this example the word term t1 will be 
rolled up to its immediate parent through hypernym (is-a) 
relation in the WordNet hierarchy. Then, the parent’s 
synset is used to calculate the associative frequency to 
other word senses for other word terms. Unlike other 
generalization approaches [7, 13], we generalize the sense 
to its most-specific parent only. The reason why it uses 
immediate parent senses (k=1) to compute the associative 
frequency is given in [9] where the most specific parent in 
a hierarchical terminology has a higher distinctive power to 
classify the topic. Essentially following the intuition that if 
a word sense is generalized to higher order parent sense 
than k=1, the generalized sense may be too general and 
becomes incoherent to local context, and would become 
noise when used to classify metadata.  
Finally, as arranged by WordNet, the word senses retrieved 
from WordNet for a particular word are a partial order set 
ranked by popularity in English usage. If the previous two 
strategies can not find the best sense to represent the word 
term, then the most popular sense offered by WordNet will 
be adopted in Strategy 3. 

The rationale behind sequencing three strategies is based 
on observations and hypothesis that the local context is the 
most specific and relevant candidate to provide contextual 
meaning for the word term sense. Therefore, a word sense 
for a particular term can most likely be disambiguated by 
other local senses (Strategy 1). If it could not be resolved 
by step 1, then it compares the immediate parent sense to 
the other word senses to check if the parent sense is a 
frequently occurring sense for the underlying word term. 
At last, the most popular sense is adopted to represent the 
semantic meaning for a word term when the two strategies 
above could not resolve the ambiguity of the word term. 
Following the above procedures, a set of senses becomes a 
semantic signature of a document. In order to generate the 
final semantic signature for a class of documents referring 
to particular concept, TFIDF scheme is applied again to 
each word sense in all document signatures for a particular 
class. Based on the score, the most relevant senses for 
characterizing the class of metadata are aggregated to form 
the final signature for the class. 

Concept browsing in heterogeneous ontologies 
In our application, the generated semantic signatures are 
used to index the actual classes of metadata for fast 
distributed browsing. We developed a tool called Signature 
Generation Indexer (SGI) that supports the methodology 
described in the previous section. Focusing on the 
efficiency, the design of SGI is to allow repository 
operators to produce semantic signatures for classes of 
learning object metadata easily without tedious human 
interaction, or complicated implementation. 

The ultimate goal is to achieve semantic search based on E-
learning topics defined by heterogeneous ontologies in a 
federated network. In a collaborative learning environment, 
users expect to be able to access all the learning resources 
within the learning network. To fulfill this anticipation, it is 
important to assume that all participant repositories in the 
collaborative network employ the same strategy to index 
learning resources metadata with WordNet semantic 
signature.  
In this way, when users launches a query by selecting a 
specific topic (concept) from the local ontology (e.g. via 
user interface), the corresponding semantic signature 
representing the topic is retrieved from local database. The 
signature is then sent across the network to participating 

Figure 2. Compute associative frequency between immediate 
parent with other word sense 
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learning repositories. The query in the form of semantic 
signature is the input of the Similarity Calculator in distant 
repositories. The Similarity Calculator is used to compute 
the similarity of signatures in each of the learning 
repositories. The similarity calculator uses the cosine 
similarity function, thereby the more matched elements in 
the signature, the higher the score is. In calculating the 
similarity score, different weights are assigned to senses 
from <Title> and <Description> in which the match in the 
title sense gets higher contribution to overall score than the 
one from the description tag. 
In order to ensure the global accuracy of the result, results 
from participating remote repositories are merged and 
sorted in the descending order based on the cosine 
similarity score. Then, the top k (k=5) topics of the 
metadata are offered as the answer to the local query. The 
overall operation of the semantic-based browsing of 
learning resources metadata is shown in Figure 3. 

IMPLEMENTATION 
The SGI is implemented in the C# programming language. 
The current version is a desktop application, but it can be 
easily extended to a web service. The goal of SGI is to 
integrate signature generation, document indexing and 
browsing capability. The signature indexes are stored in an 
inverted index database (e.g. MS Access). The similarity 
calculator is a separated module implemented in C# as well 
and connected to the index database. Figure 4 shows the 
browsing interface of SGI to illustrate how to search distant 
concept semantically. 

EVALUATION  
In order to test the hypothesis of using semantic signatures 
to enable distributed semantic browsing and to improve 
relevance we have simulated the distributed concept 
retrieval and compared the results with the traditional 
keyword-based and label-matching method. To replicate 
the distributed repositories in a collaborative E-learning 
network, the three independent databases are set up. As 
shown in Figure 5, they are called “local”, “remote1” and 
“remote2” where the local, of course, denotes a local data 
source and both remote1 and remote2 simulate distant data 
sources. A single master set of metadata in 8 different 
categories is distributed evenly in number and randomly 
into the three simulated repositories. 
The metadata have been transformed to conform to the 
IEEE LOM format. After the distribution, the local 
database contains the metadata that represents the set of the 
training data for the classifier. During the training phase, 
the kNN classifier uses the instance of the local metadata to 
learn the features to identify the class of the metadata. It 
starts by extracting keyword terms from each category of 
metadata and projecting them into the vector space model. 
Next, after running through the signature generation 
module, each category of metadata is represented and 
indexed by a semantic signature in the database. 
The dataset in both remote1 and remote2 is controlled to 
model the situation of potentially different ontological 
classification in a distributed environment. To simulate the 
effect of varied concept labelling, the original 8 categories 
of metadata are expanded to 14 categories in remote1. The 
6 derived categories are labelled with different class names 
from their respective sources and described with the 
metadata taken out from source categories. Each newly 
derived category contains metadata belonging to the same 
class. To illustrate, a part of the metadata from the category 
“computing science” is distributed to the derived categories 
“technology” and “engineering” in remote1.  Thereby, the 
metadata for concept “computing science” is now grouped 

Figure 3. Integrated process of semantic-based 
browsing of metadata 

 

Figure 4. Browsing interface of SGI 
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into “computing science”, “technology” and “engineering”. 
Essentially, this simulates the situation when a concept 
“computing science” could be categorized differently into 
concepts like “technology” and “engineering” in different 
ontology. The same distribution principle is applied to 
remote2 database which includes 13 categories of which 7 
are derived categories. 

Similar to the local database, each category of the metadata 
in remote1 and remote2 is mapped to a semantic signature 
in WordNet senses and stored in the local database as an 
index. To test semantic-based search, semantic signature 
representing a local concept is sent to query the remote 
repositories. The semantic similarity is compared between 
the query signature and the distant signature based on the 
similarity function. Finally, the result of the k most similar 
concept signatures from the remote databases are studied 
based on the relevance metric. 

Dataset 
Since there is no publicly available dataset of learning 
resources metadata, the experiment metadata were acquired 
through a number of different sources. Table 1 shows the 
category of metadata acquired and their respective sources. 
In total, 2235 metadata subdivided into the 8 different 
categories are acquired. The dataset is partitioned into 
training and testing groups. As mentioned, the local 
database stores the training dataset while remote1 and 
remote2 store the testing dataset. All metadata are known 
with their class label. Metadata are distributed randomly, 
using Microsoft Excel random generator, to train and test 
the group. After distribution, the local database contains 
667 training records while remote1 and remote2 contain 
1568 testing records. 

Results 
In order to gauge the effectiveness of the proposed 
mediation method between different E-learning ontologies, 
three standard metrics for information retrieval are used in 
the evaluation of the system performance: they are Recall, 
Precision and F-measure. Table 2 shows that the use of 
semantic signature can consistently improve retrieval 
relevance in terms of recall and precision. In all categories, 
the semantic based retrieval out perform both keywords-

based retrieval and label-matching retrieval. 

As oppose to the classic or traditional keywords-based 
representation, semantic-based indexing with WordNet 
senses can include more lexicon information than simple 
syntactic approach. This implies that more features will be 
added to the class signature representation. Since more 
features are added, that may also mean that more noise is 
included as well. 

Intuitively, the increased relevance of retrieval can be 
attributed to the expansion of features in class 
representation. However, different from what we expected, 
the precision does not decreased. It is suspected that due to 
the relatively small size of the dataset and 1-k hypernym 
generalization, the senses included in the signature are 
‘good’ in terms of classification. Therefore, combined with 
a good contextual-based sense selection strategy, WordNet 
as a mediatory can provide source for ambiguity resolution 
and semantic information for the process of semantic 
browsing. Coupled with that, the selection of kNN 
algorithm as the classifier also contributes to the 
performance of the system. 
kNN is an instance-based classifier. The performance of 
instance-based classifiers is more dependent on the 
sufficiency of the training set rather than other machine 
learning classification algorithms. Thus, it is a 
disadvantage for kNN to have a small dataset for training 
and testing. A smaller training set implies more terms or 
term combinations important for content identification may 
be missing from the training sample documents. This 
negatively affects the performance of a classifier. 
Nevertheless, the ontology (e.g. WordNet) guided 
approach seems to somewhat reduce the negative influence 
of this problem. The replacement of child concepts with 
parent concept through hypernym relationship appears to 
be able to discover an optimum concept set without 
adversely affecting performance. Therefore, an important 
term, which resides low in the concept hierarchy may be 
mapped to a parent concept and included in the signature 
for class comparison, even if this term is not included in the 
training set. 

Table 1. Source and Category of Metadata 

Category Source No. of 
records 

Accounting Business Source Premier 
Publications 

382 

Biology Biological and Agricultural Index,  
BioMed Central Online Journals 315 

Computing 
Science 

Citeseer 320 

Economics American Economic Association’s 
electronic database 353 

Education Educational Resource Information 
Center 307 

Geography Geobase 237 
Mathematics arXiv.org, MathSciNet 157 
Psychology PsycINFO, ERIC 164 

Table 2. Comparison on precision, recall and F-measure on 
concept retrieval 

Precision Recall F-Measure Cate
gory S K L S K L S K L 
Acc 1 0.6 0.5 1 0.75 0.5 1 0.6 0.5 
Bio 0.6 0.6 0.5 0.75 0.6 0.5 0.6 0.6 0.5 
CS 1 0.5 0.3 1 0.5 0.3 1 0.5 0.3 
Econ 1 1 0.6 1 0.75 0.6 1 0.6 0.6 
Educ 0.6 0.5 0.5 0.75 0.75 0.5 0.6 0.45 0.5 
Geo 0.6 0.5 0.5 0.75 0.5 0.5 0.6 0.5 0.5 
Math 1 0.3 0.6 0.6 0.5 0.6 0.7 0.36 0.6 
Psy 1 0.3 0.3 0.6 0.6 0.3 0.7 0.4 0.3 
S = Signature-based retrieval, K = Keywords-based, L = Label-matching 

16



DISCUSSION 
The improvement on concept retrieval by using semantic 
signature is not uniform across different categories. For 
example, the improvement on retrieval of “Psychology” 
and “Accounting” metadata is more than improvement on 
“Biology” and “Geology”. We believe that for some classes 
of metadata like “Biology”, which are characterised by a set 
of specific keywords, the use of semantic signatures does 
not add extra useful information into the representation 
model to help in classifying metadata. On the other hand, 
using 1-k hypernym generalization on such a highly 
specialized domain may in fact introduce more noise to 
reduce the matching possibility in similarity calculations. 
In addition, with a small size of dataset, over-fitting on 
classification model may also result. Therefore, further 
experimentation and analysis are needed to fully 
understand the impact of WordNet signature with sense 
generalization in classification of metadata. 

CONCLUSION 
This project offers two important contributions. First, it 
gives a new light-weighted semantic (ontology) mapping 
approach to enable cross platform concept browsing in a 
federated network. Unlike many current practices in 
semantic mapping that either require intensive user 
involvement to provide mapping information, or resort to 
complicated heuristic or rule-based machine learning 
approach, this work shows an effective automatic mapping 
protocol that can allow federated concept browsing with 
semantic signature. It is evident for the experimental results 
that establish the merit of using WordNet to provide 
semantic knowledge for metadata classification in the 
domain of E-learning. The merits include the provision of 
semantic representation of categorical data and increased 
semantic relevance in categorical browsing. 
By using immediate parent sense generalization during 
sense selection process, it does not only successfully 
reduce the dimension in semantic signature, but more 
importantlly introduces flexibility in the sense selection and 
increases the opportunity to find a better sense without 
compromising the relevance in the search result. This 
creates incentive to explore the use of other sense selection 
strategy. 
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ABSTRACT 
 

The vision of semantic interoperability, the fluid sharing of 

digitalized knowledge, has led much research on ontol-

ogy/schema mapping/aligning.  Although this line of re-

search is fundamental and has brought valuable contribu-

tions to this endeavor, it does not represent a solution to the 

challenge, semantic heterogeneity, since the performance of 

proposed approaches significantly relies on the degree of 

uniformity, formalization and sufficiency of data represen-

tations but most of today’s independently developed infor-

mation systems seldom have common knowledge modeling 

frameworks and their data are often not formally and ade-

quately specified.  Consequently, a workable solution usu-

ally requires interventions of domain experts.  

In human society, hierarchically structured standards (or 

taxonomies) for characterizing complex application proc-

esses and objects used in the processes are often used as a 

common and effective way to achieve some semantic 

agreements among stakeholders within a domain.  This 

research hypothesizes that the establishment and the use of 

such standards can serve as a framework that can effec-

tively facilitate the reconciliation of semantic heterogeneity 

in complex application domains. However, the reality 

shows that a comprehensive priori consensus is extremely 

difficult, if not impossible, to reach.  Consequently, various 

complementary and competing standards are often created 

and their constant-changing nature yields another level of 

challenge in achieving the hypothesis.  

This paper focuses on the development of methodology for 

bridging complementary standards within an application 

domain.  It exemplifies such standards in building construc-

tion industry where interoperability problems are prevalent 

and human interactions are commonplace.  It proposes a 

semi-automatic approach for semantically associating the 

standards to reduce costly human intervention in a work-

flow.  The approach formalizes standards by using ontology 

and discovers their affinity (to what degree they are related 

with respect to their usage) from automated project docu-

ment processing and semi-automatic domain expert inputs. 

A high-level architecture of an integration framework in 

web environment is suggested for depicting the role of the 

semantic association approach in the system.  

Categories and Subject Descriptors 

H.3.1 [Information Storage and Retrieval]: Content Analy-

sis and Indexing - Indexing methods, Linguistic process; 
I.2.4 [Artificial Intelligence]: I.2.1 Applications and Expert 

Systems - Industrial automation; I.2.4 Knowledge Repre-

sentation Formalisms and Methods; I.2.6 [Artificial Intelli-

gence]: Learning - Knowledge Acquisition  

Keywords 
taxonomy and standards, semantic interoperability, ontol-

ogy-based knowledge extraction, semantic mapping. 

1. INTRODUCTION 

 

The vision of semantic interoperability, the fluid sharing of 

digitalized knowledge, has led much research on ontology 

(formal specification of conceptualization) and its lan-

guages, such as Web Ontology Language (OWL) [8]. The 

language provides primitives for specifying concepts, prop-

erties, explicit semantic relationships, and logical con-

straints on those objects.  However, it does not address the 

issue of semantic heterogeneity between two independently 

developed ontologies. For example, a program that reads an 

ontology in OWL does not understand another ontology in 

the same language unless there is an explicit mapping be-

tween them.  This difficulty has led much research on on-

tology/schema mapping/alignment [4], [5], [6], [11], [12], 

[13], and [14] and various matching technologies have been 

developed based on the attributes of objects and their asso-

ciated data.   Although this line of research is fundamental 

and has brought valuable contributions to this endeavor, it 

does not represent a solution to the challenge as we see.  

The performance of proposed approaches significantly re-

lies on the degree of uniformity, formalization and suffi-

ciency of data representations.  Unfortunately, the concept 

of unified, formal, and sufficient specification is often an 

after-thought and most of today’s independently developed 
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information systems seldom have common knowledge 

modeling frameworks and their data are often not formally 

and adequately specified.  Consequently a workable solu-

tion usually requires interventions of domain experts.   

In human society, hierarchically structured standards (or 

taxonomies) for characterizing complex application proc-

esses and objects used in the processes are often used as a 

common and effective way to achieve some semantic 

agreements among stakeholders within a domain.  This 

research hypothesizes that the establishment and the use of 

such standards can serve as a framework that can effec-

tively facilitate the reconciliation of semantic heterogeneity 

in complex application domains. However, the reality 

shows that a comprehensive priori consensus is extremely 

difficult, if not impossible, to reach.  Consequently, various 

complementary and competing standards are often created 

and their constant-changing nature yields another level of 

challenge in achieving the hypothesis.  

This paper focuses on the development of methodology for 

bridging complementary standards within an application 

domain.  We have chosen a target application in the build-

ing construction domain, where interoperability problems 

are prevalent and human interactions are commonplace. In 

that domain, a variety of taxonomy-based standards have 

been established but still lack a uniform and systematic way 

for supporting efficient collaboration among project par-

ticipants using different standards.  This problem is further 

compounded by the complexity and the dynamics of busi-

ness applications, which often require changes of the well-

known standards.  The interoperability cost in such envi-

ronment is tremendous.  For example, based on a recent 

National Institute of Standards and Technology (NIST) 

report [3], a conservative figure of $15.8 billion was deter-

mined to be annual costs due to a lack of interoperability in 

the capital facilities industry in 2002.   

Two mainstream complementary standards, MasterFormat 

and UniformatII, in that domain are considered in our re-

search.  MasterFormat [1] is a specification standard estab-

lished by the Construction Specification Institute (CSI) for 

most nonresidential building construction projects in North 

America. UniformatII is a newer American Society of Test-

ing and Materials (ASTM) standard aiming at providing a 

consistent reference for the description, economic analysis, 

and management of buildings during all phases of their life 

cycles [2].  These standards were created by different 

stakeholders with different perspectives for different pur-

poses.  For instance, an architect is interested in the design 

and structure of a building, a contractor wants to know what 

materials are used and how much they cost, and a building 

inspector is concerned about building code compliance is-

sues.  MasterFormat classifies items primarily based on the 

specification of products and materials used in construction, 

so it is based on a conceptual view of a contractor.  Com-

plementarily, the taxonomical classification in Uniformat II 

is primarily based on the attributes and location of struc-

tural building components, such as foundations and exterior 

walls, which reflects the architect’s view of a construction 

project.  Although their views are different but both address 

the same building object.  In other words, the taxonomies of 

the standards classify the same set of objects but on differ-

ent attributes.  From here one can easily infer that cross-

referencing or document conversion between the standards 

is inevitable for interaction among project participants in 

applications such as cost estimation and code compliance 

checking. For example, a wall (interial or exterial) in Uni-

formatII needs to be associated with the material (metal, 

wood or fiberglass) in MaterFormat and conformed to its 

intended usage (hurricane or fire proof) according to build-

ing code regulations (standards yet to be formalized by the 

industry).  In general, UniformatII by design is more suit-

able as a participant communication/interaction framework 

than MasterFormat during the earlier phases of the life cy-

cle.  On the other hand, Masterformat has been used for 

years and has gained the majority of the construction indus-

trial support for specifying detailed project documents.  To 

facilitate more efficient collaboration among project par-

ticipants, it is a common practice to supplement Unifor-

matII with Preliminary Project Descriptions (PPDs) or 

schematic design in earlier phases, and convert them to 

construction documents in Masterformat during later 

phases.  In addition, the conversion is also necessary for 

cost calculation since most databases of building materials 

suppliers are based on MasterFormat. It is desirable to 

transform pre-bid elemental estimates to MasterFormat, and 

from there to the trade costs of the project [2].  This process 

is often tedious and requires cross-area knowledge. Cur-

rently, it is done manually by domain experts and it is con-

sidered a major cause that hampers interoperability in the 

construction domain.  Bridging the two standards is a key 

enabler for enhancing the interoperability.  

 

Directly matching approaches based on attributes of the 

entities of the standards are expected to be inefficient due to 

the heterogeneous nature of complementary standards.  This 

paper proposes a practical compromise by redefining the 

notion of mapping with a semi-automatic semantic extrac-

tion framework to assist domain experts in achieving inter-

operability. The mapping is termed as semantic association 

for relating elements between standards, and is dependent 

on the intended use such as cross-referencing of elements or 

specification semantic mapping. The semantic relationship 

can be characterized in two measurements: similarity (how 

closely objects resemble each other in their representation) 

and affinity (to what degree they are coupled in their us-

age).  In some sense similarity is more static while affinity 

is more dynamic and general. For example, a bicycle is 

similar to a car due to their physical structures and proper-

ties. However, gasoline is more affinitive to a car although 

they do not resemble each other. Exploiting affinity in addi-
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tion to similarity through semantic association is the focus 

of this research. 

The approach consists of three components: formalization 

of taxonomies, ontology-based semantic extraction and 

measurement of affinity.  The first component is a simple 

and yet novel approach for annotating a standard in primi-

tive descriptive statements constructed by a set of necessary 

and sufficient orthogonal relations.  They are then normal-

ized and generalized into ontology.  The second component 

shows how the ontology can be used for the extraction of 

relevant information from the instances in other standards 

for semantic association.  The third component quantifies 

the affinity for ranking the extracted metadata to identify 

optimal association.  The following sections detail the three 

components and outline an overall architecture of an inte-

gration framework depicting the relationship between the 

proposed approach and other related technologies and sys-

tems. 

2. FORMALIZATION OF TAXONOMY 
 

Taxonomies are initially designed for human consumption 

therefore some domain knowledge that is obvious and as-

sumed by stakeholders is often omitted in their specifica-

tions.  Moreover, taxonomies classifying large and complex 

items usually have the following characteristics: 

1. The entities being classified and the attributes upon 

which the classification is based, are themselves com-

plex concepts. 

2. Multiple attributes (different concepts) might be used 

to classify entities at the same level.  

3. Attributes are not orthogonal and might result in over-

lapping concepts in low-level entities (an object can fit 

into multiple categories).   

There is a need for a systematic approach for annotating 

assumed semantics, clarifying complex concepts, and trans-

forming them into formal representation before taxonomies 

can be effectively used for semantic association. 

Semantic depends on context and context depends on appli-

cations.  In other words, the semantic of a standard is open 

depending on how they are used. To avoid a standard being 

bound to specific applications, the intrinsic semantic of a 

standard without context should include the following: 

1. the attributes being used for classification under the  

general perception in the application domain and   

2. the entities under the inheritance of the taxonomy and 

the attributes. 

To model the intrinsic semantics, ontology is considered in 

this research.  The following subsection describes a system-

atic approach for transforming taxonomy into ontology. 

Ontology Development from Taxonomy 

 

The term, ontology, has been widely used in several disci-

plines, such as philosophy, epistemology, and computer 

science.  There is much confusion in its definition. For ex-

ample, in philosophy it refers to the subject of existence 

while in epistemology it is about knowledge and knowing.  

In computer science, many people use Gruber’s definition 

[10] – an explicit specification of a conceptualization.  In 

the context of our research, we interpret it as a description 

of the concepts/terms and relationships that can exist in an 

application domain.  Centered on terms and relations, the 

transformation of taxonomy into ontology is described in 

the following steps. 

Step 1: relation set identification 

The goal of this step is to identify a sufficient and necessary 

set of orthogonal relations for a given taxonomy/standard so 

that assumed domain knowledge and complex concepts can 

be formally specified.  This step should be manually done 

by standard committees who know best about the original 

intended use of the standards.  The set should be con-

structed from two types of relations: primitive and derived. 

Primitive relations are those that are unambiguously under-

stood by the general public and the relationship between 

concepts connected by them does not change over time.  

Moreover, they reflect the intrinsic properties of objects or 

describe time and space and the intention of users when the 

objects are used.  In addition, their definitions should in-

clude set relationship, such as instance-instance, instance-

class, and class-class, to avoid ambiguity. For example, 

part_of is ambiguous since it could mean a subcomponent 

of an object or the membership of an object in a class.  Its 

meaning can be identified as the first explanation if in-

stance-instance is specified.   

Derived relations are those that can be composed/modeled 

from primitive relations.   

To elaborate this step, a small portion of the top three levels 

in MasterFormat taxonomy, Division 5 (D5) Metals and Divi-

sion 6 (D6) Wood and Plastic rooted from Material, is exem-

plified as follows: 

Division 5- Metals 

   05100  Structural Metal Framing 

        05120  Structural steel 

        05140  Structural aluminum 

        05160  Metal framing systems 

   05400  Cold formed metal framing 

        05410  Load bearing metal studs 

        05420  Cold formed metal joists 

        05430  Slotted channel framing 

Division 6 - Wood and Plastics 

   06100   Rough carpentry 
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        06110  Wood framing 

   06400  Architectural woodwork 

        06460  Wood frames 

The following relations are identified for formalizing the 

above example: 

1. used_for (class-class, human intention): purpose 

2. kind_of (class-class, intrinsic): containment rela-

tion of attributes of instances. 

3. instance_of  (instance-class, intrinsic): member-

ship 

4. made_of (class-class, intrinsic): material compo-

nent 

Table 1 shows the mathematical properties of these rela-

tions that are used in the subsequent step for data normali-

zation.  They are also used for reasoning in knowledge ex-

traction.  

Table 1. Mathematical Properties of the relations 

Relations Transitive reflexive antisymmetric 

used_for - - - 

kind_of + + + 

instance_of + + + 

made_of + - - 

 

Step 2: relation statements construction 

This step is to construct simple statements using the rela-

tions defined in step one and all keywords in the taxonomy. 

The statements are then processed in subsequent steps for 

constructing ontology.  There are two advantages using this 

bottom-up approach for formalizing taxonomies.   One is 

that it can better address the dynamic nature of standards by 

enabling incremental updates and modifications of the 

statements and their resulting ontology.  The other advan-

tage is that domain experts who are not familiar with ontol-

ogy can directly express their knowledge in the simple 

statements without communication overhead with knowl-

edge modeling experts.   

The following are examples of relation statements that par-

tially describe the example shown in previous step. 

1. Metals (D5), Wood (D6), Plastics (D6_1) are in-

stance_of  Material (root) � (D5_root, D6_root, 

D6_1_root) 

2. Metals (D5) are used_for framing � 05100_1 

3. Structural is a  kind_of  “metal framing” (05100_1) 

� 05100 

4. Cold formed  is a kind_of  “metal framing” (05100_1) 

� 05400 

5. Studes are made_of  Metals (D5) � (05410_1) 

6. “Load bearing metal studs” are kind_of  Metal studs 

(05410_1) � 05410 

7. 05410 is used_for 05400 � (05400_05410) 

Note that each statement is given a unique identifier (fol-

lowing �) derived from the original identifier of a taxon-

omy entity.  

Step 3: normalization 

It is likely that redundant or conflict statements are gener-

ated along the way when domain experts annotate their tax-

onomies in the above steps. Based on the mathematical 

properties of the relations, this step normalizes the state-

ments by:  

1. redundancy elimination  (removing same or equivalent 

statements) 

2. conflict detection (for example: A-r1-B, and B-r1-A 

statements are conflict if r1 has asymmetric property) 

3. implication detection (for example, A-r1-B, and B-r1 C 

statements imply A-r1-C through transitive property). 

Step 4: semi-automatic generalization 

This step is to generalize the resulting statements from step 

3 into higher-level concepts connected by the same set of 

relations.  Human being intervention is required in this step 

due to the complexity of the process. For example, if there 

exist A-r1-C, A-r1-D, B-r1-C, and B-r1-D, they can be gen-

eralized to concept1{A,B}-r1-concept2{C,D} by union.  

However, it becomes difficult when the above example is 

extended to include concept1{A,B}-r1-E and con-

cept2{C,D}-r2-F.  One cannot conclude concept1{A,B}-r1-

concept2{C,D,E} unless an exception indicating  no E-r2-F 

is added. Alternatively, it can be generalized to con-

cept1{A,B}-r1-concept3{E,concept2{C,D}}.  The system 

interacts with users by prompting the dilemmas for resolu-

tions along the process of a whole taxonomy. 

Figure 1 shown below depicts the generalized view or on-

tology of the relation statements shown in previous steps.   

 

{metals, wood, plastics ..} are instance_of  Material 

{stud, joist ..}are instance_of  Item 

{framing, ..}are  instance_of  Function 

{cold formed, structural ..} are instance_of  Process 

 Figure 1. Ontology Example 

made_of 
used_for 

Material 

Item Function 

kind_of 
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4. ONTOLOGY-BASED SEMANTIC EXTRACTION 
 

The task of the previous module, standard formalization, is 

usually a one-time effort (though it is an iterative process) 

and it needs significant domain experts’ involvement.    

This module is different in that it is used in every work-

flow/task and extracted semantics can be accumulated in 

repository and used for improving future semantic associa-

tion performance.  Also, it can be relatively automated by 

using general linguistic processing technologies.   

Standards, such as UniformatII and MasterFormat, ad-

dressed in this paper are functionally complementary to 

each other in an application domain and they are costly 

cross-referenced by domain experts in workflows due to 

their complexity (vast many-to-many mappings).  This 

module basically is to automat the process by mimicking a 

domain expert doing cross-referencing from the context of a 

standard-compliant project specification, a script represen-

tation indexed of the standard, which defines intentionality.  

For example, the following text is quoted from a PPD [7] 

under entity B2010 in UniformatII taxonomy: 

B SHELL  

   B20 EXTERIOR CLOSURE  

     B2010 EXTERIOR WALLS  

1. Exterior Wall Framing: Cold-formed, light gage 

steel studs, C-shape, galvanized finish, 6" metal 

thickness as designed by manufacturer according 

to American Iron and Steel Institute (AISI) Specifi-

cation for the Design of Cold Formed Steel Struc-

tural Members, for L/240 deflection. Downside: 

specifications often contain note-style sentences. 

Supposedly, the PPD is written by an architect and a con-

tractor wants to estimate cost for exterior walls.  He might 

comprehend that the wall framing will be made of cold-

formed steel studs (semantic). Based on his expertise, he 

identifies that its corresponding entity in Masterformat is 

05410 Load bearing metal studs (association). The following 

paragraph shows how the ontology/relation statements be-

ing used for discovering the semantic under the context of 

entity B2010 that links the entity to MasterFormat entity 

05410 (semantic association): 

  

In the diagram, “steel” and “framing” match the statement 

05100_1 (one of the identifiers of the relation statements 

exemplified in previous subsection) which is Metals (D5) 

used_for framing.  The “steel” matches “Metals” through the 

transitive property of the relation, kind_of.  The match is 

extended to statement 05400, which includes “cold-formed”. 

Finally “studs” is added to the match of statement 05410, 

through statement (05400_05410).  Indeed the entity B2010 

Exterior Wall in UniformatII has a semantic relationship with 

05410 Load bearing metal studs in MasterFormat and the 

semantic can be described by the relation made_of.   

One characteristic worthy of mentioning is that the entity 

B2010 Exterior Wall in the taxonomy provides a good con-

text for helping refining the association.  For instance, the 

above matching, even without the “framing” keyword, is still 

possible since the inherited semantic of the hierarchy, shell, 

closure, and exterior walls, has very close meaning as framing. 

As shown in the above example, the documents or specifi-

cations that this research addresses have following charac-

teristics:  

1. Content has limited scope.  It often details what, 

where, how, and when objects and activities being 

involved in a domain application.  It usually con-

tains rich semantics (author’s intention for com-

municating with other stakeholders) related to 

standards (due to the agreement among stake-

holders) that coordinate objects and activities in 

the domain. 

2. Content are categorized according to taxonomy. In 

other words, text in a document has some assump-

tion or context, which is inherited along the taxon-

omy hierarchy.  

3. Terminologies are relatively unified and unambi-

guous.  

4. Sentences are relatively free styled, such as note-

styled or template-styled due to writing convention 

or standards. 

These characteristics distinguish this research from others, 

such as [9] and [15] which extract shallow information from 

general or web documents.  

In addition to the intrinsic semantics of standards, this 

module also explores their application or context semantics 

in order to achieve more effective semantic extraction. The 

application semantics depend on the stakeholders’ view or 

interests, such as information they intent for.  For example, 

a cost estimator might look for MasterFormat items and 

some numerical information so that they can link them to 

their MasterFormat-based cost databases.  On the other 

hand, an inspector might be interested in the same informa-

tion but in different view points that yield to different se-

mantics. For example, to a cost estimator, “6" metal thick-

ness” in the PPD means how much the studs with such 

thickness cost.  But for an inspector, it means 6” thickness 

compliance to associated code. 

In summary, this module extracts semantics from the in-

stances (specifications) of multiple standards based on three 

kinds of ontologies: the ontology of the source standard, the 

B2010 Exterior Wall: 

1. Exterior Wall Framing: Cold-formed, light gage 

steel studs, C-shape, galvanized finish, 6" metal 

thickness 

05100_1 05400   05410 
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ontology of target standard, and the application ontology 

based on the stakeholders’ views. The extracted semantics 

are evidences of semantic association of entities between 

source and target standards.   

5. MEASUREMENT OF AFFINITY  
 

The ontology-based semantic extraction module can be 

implemented via a matching process between relation state-

ments and text.  The goal is to identify a set of matched 

relation statements of related entities with respect to their 

standards.  For a given entity, its associated relation state-

ments carry different weights depending on their positions 

in the taxonomy and the information content [16] of their 

keywords.  The measurement of affinity is to quantify the 

weights so that the degree of the closeness between 

matched relation statements and their associated entity can 

be determined.  Based on the measurement, a ranking 

scheme can be devised to identify optimal semantic associa-

tions among all matches.  The ranking scheme can be mod-

eled as a function of the following factors:  

1. Number of relation statements matched. 

2. Number of keywords matched. 

3. Quality of the matches.  The measurement of the qual-

ity is an open question.  Basically the more specific the 

matches are, the higher quality they represent. One ef-

fective way to model the quality is by their positions in 

the taxonomy (higher level means less specific and thus 

carries less weight) and by the information content of 

their keywords. The information content can be quanti-

fied by their inverse document frequency (IDF) [17] 

combined with their counts in the taxonomy (appearing 

more times means less specific and thus carries less 

weight) 

For instance, in the given example, several entities in Mas-

terFormat contain “framing” and “Metals”, which are all can-

didates for semantic association. The entity 05410 is con-

sidered as the optimal one because it matches more key-

words along its taxonomy hierarchy and some of them, such 

as studs, are very specific with respect to both position and 

IDF. 

6. ARCHITECTURE 
 

The major thrust of the research is to develop an integration 

framework that facilitates exploitation of semantics from 

taxonomy-based standards and instantiations of the stan-

dards to achieve higher interoperability between domain 

participants and their information systems.  To demonstrate 

the applicability of the proposed approach toward the goal, 

this section shows an overall architecture depicting one 

possible implementation and its relationship with other re-

lated technologies. 

In the framework shown in Figure 2, relations and relation 

statements of various versions of standards written in natu-

ral languages are developed and uploaded via web-based 

tools to the system by stakeholders in the application do-

main.  The taxonomy formalization along with the change 

management modules process them through parsing, nor-

malization, generalization, linguistic processing (such as 

inflection, derivation, compounds, and synonyms), and in-

dexing for incremental update in the ontology database.  

For a particular application, the stakeholders upload in-

stances of the source standard (e.g., PPDs), target standard, 

and its application ontology.  After processing the free text 

of PPD instances through linguistic techniques such as to-

kenization, chunk parsing, and grammatical function recog-

nition [9], the system applies the semantic extraction and 

ranking algorithms, and returns/deposits extracted metadata 

and semantic association to the ontology database and also 

to the users or clients, if applicable, for feedback.   

 

The integration of competing and complementary standards 

is a critical step for enhancing interoperability among het-

erogeneous systems using the standards.  The proposed 

semantic association is only one aspect in this effort.  It 

should be supplemented with other technologies such as 

ontology mapping, reconciling, and merging to provide a 

practical and complete solution.  The framework includes a 

plug-in mechanism via XML-based interfaces and API for 

external software component integration.  

Figure 2. Extensible Taxonomy-based Integration Framework (ETIF) 
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The formalized standards, their instances, users’ application 

ontologies, and extracted metadata form a semantic rich 

ontology repository.  Integrating the repository with other 

ontology techniques through the plug-in mechanism allows 

the effective construction of application domain ontology.  

Web services enriched with the vision of the semantic web 

have emerged as a mainstream solution to system integra-

tion over the Internet.  Following the same trend, the im-

plementation of the proposed framework adopts the Web 

Ontology Language (OWL) [8] with the intention of inte-

grating building construction workflow systems via seman-

tic web services.  

7. CONCLUSION AND FUTURE WORKS 

 

This paper demonstrates the effective use of taxonomy for 

ontology developments and the semantic association of 

ontology for interoperability in a workflow system with 

building construction as the target example. It illustrates a 

systematic approach to semantic association through taxon-

omy formalization and ontology-based semantic extraction.  

The overall system implementation in web environment is 

also proposed. Current activities of the research project 

include the complete ontological formalization of the Ma-

terFormat and UniformatII standards, refinement of the 

affinity measure for general taxonomy, and the integration 

of the algorithms with dynamic workflow systems through 

semantic web services. 
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ABSTRACT
In order to evaluate the performance of ontology matching
algorithms it is necessary to confront them with test ontolo-
gies and to compare the results. The most prominent cri-
teria are precision and recall originating from information
retrieval. However, it can happen that an alignment be very
close to the expected result and another quite remote from
it, and they both share the same precision and recall. This
is due to the inability of precision and recall to measure
the closeness of the results. To overcome this problem, we
present a framework for generalizing precision and recall.
This framework is instantiated by three different measures
and we show in a motivating example that the proposed mea-
sures are prone to solve the problem of rigidity of classical
precision and recall.

Categories and Subject Descriptors
D.2.12 [Software]: Interoperability; I.2.4 [Artificial Intel-
ligence]: Knowledge Representation Formalisms and Meth-
ods; D.2.8 [Software Engineering]: Metrics

General Terms
Measurement, Performance, Experimentation

Keywords
Ontology alignment, evaluation measures, precision, recall

1. INTRODUCTION
Ontology matching is an important problem for which many
algorithms (e.g., PROMPT[11], GLUE[3], Ontrapro[1],
OLA[7], FOAM[4]) have been provided. In order to eval-
uate the performance of these algorithms it is necessary to
confront them with test ontologies and to compare the re-
sults. The most prominent criteria are precision and re-
call originating from information retrieval and adapted to
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berta, Canada.

the ontology matching task. Precision and recall are based
on the comparison of the resulting alignment with another
standard alignment, effectively comparing which correspon-
dences are found and which are not. These criteria are well
understood and widely accepted.

However, as we have experienced in last year’s Ontology
Alignment Contest [13], they have the drawback to be of the
all-or-nothing kind. An alignment may be very close to the
expected result and another quite remote from it and both re-
turn the same precision and recall. The reason for this is that
the criteria only compare two sets of correspondences with-
out considering if these are close or remote to each other:
if they are not the same exact correspondences, they score
zero. They both score identically low, despite their differ-
ent quality. It may be helpful for users to know whether the
found alignments are close to the expected one and easily re-
pairable or not. It is thus necessary to measure the proximity
between alignments instead of their strict equality.

In this paper we investigate some measures that generalize
precision and recall in order to overcome the problems pre-
sented above. We first provide the basic definitions of align-
ments, precision and recall as well as a motivating example
(§2). We then present a framework for generalizing preci-
sion and recall (§3). This framework is instantiated by four
different measures (including classical precision and recall)
(§4) and we show on the motivating example that the pro-
posed measures do not exhibit the rigidity of classical preci-
sion and recall (§5).

2. FOUNDATIONS
2.1 Alignment

DEFINITION 1 (ALIGNMENT, CORRESPONDENCE).
Given two ontologies O and O′, an alignment between
O and O′ is a set of correspondences (i.e., 4-uples):
〈e, e′, r, n〉 with e ∈ O and e′ ∈ O′ being the two matched
entities, r being a relationship holding between e and
e′, and n expressing the level of confidence [0..1] in this
correspondence.

A matching algorithm returns an alignment A which is com-
pared with a reference alignment R.
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Let us illustrate this through a simple example. Figure 1
presents two ontologies together with two alignments A1

and R. In this example, for the sake of simplification, the
relation is always ‘=’ and the confidence is always 1.0.

The alignment A1 is defined as follows:

<o1:Vehicle,o2:Thing,=,1.0>
<o1:Car,o2:Porsche,=,1.0>
<o1:hasSpeed,o2:hasProperty,=,1.0>
<o1:MotorKA1,o2:MarcsPorsche,=,1.0>
<o1:250kmh,o2:fast,=,1.0>

We present another reasonable alignment A2:

<o1:Car,o2:Thing,=,1.0>
<o1:hasSpeed,o2:hasProperty,=,1.0>
<o1:MotorKA1,o2:MarcsPorsche,=,1.0>
<o1:250kmh,o2:fast,=,1.0>

and an obviously wrong alignment A3:

<o1:Object,o2:Thing,=,1.0>
<o1:Owner,o2:Volkswagen,=,1.0>
<o1:Boat,o2:Porsche,=,1.0>
<o1:hasOwner,o2:hasMotor,=,1.0>
<o1:Marc,o2:fast,=,1.0>

Further, we have the following reference alignment (R):

<o1:Object,o2:Thing,=,1.0>
<o1:Car,o2:Automobile,=,1.0>
<o1:Speed,o2:Characteristic,=,1.0>
<o1:250kmh,o2:fast,=,1.0>
<o1:PorscheKA123,o2:MarcsPorsche,=,1.0>

2.2 Precision and Recall
The usual approach for evaluating the returned alignments is
to consider them as sets of correspondences and check for
the overlap of the two sets. This is naturally obtained by
applying the classical measure of precision and recall [14],
which are the ratio of the number of true positive (|R ∩ A|)
and retrieved correspondences (|A|) or those to be retrieved
(|R|), respectively.

DEFINITION 2 (PRECISION, RECALL). Given a refer-
ence alignment R, the precision of some alignment A is
given by

P (A,R) =
|R ∩A|
|A|

and recall is given by

R(A,R) =
|R ∩A|
|R|

.

2.3 Problems with Current Measures
However, even if the above measurements are easily un-
derstandable and widespread, they are often criticized for

two reasons: Neither do they discriminate between a totally
wrong and an almost correct alignment, nor do they measure
user effort to adapt the alignment.

Indeed, it often makes sense to not only have a decision
whether a particular correspondence has been found or not,
but measure the proximity of the found alignments. This
implies that also “near misses” are taken into consideration
instead of only the exact matches.

As a matter of example, it will be clear to anybody that
among the alignments presented above, A3 is not a very
good alignment and A1 and A2 are better alignments. How-
ever, they score almost exactly the same in terms of precision
(.2) and recall (.2).

Moreover, the alignments will have to go through user
scrutiny and correction before being used. It is worth mea-
suring the effort required by the user for correcting the pro-
vided alignment instead of only if some correction is need-
ing. This also calls for a relaxation of precision and recall.

3. GENERALIZING PRECISION AND RE-
CALL

Because precision and recall are well-known and easily ex-
plained measures, it is good to adhere to them and extend
them. It also brings the benefit that measures derived from
precision and recall, such as f-measure, can still be com-
puted. For these reasons, we propose to generalize these
measures.

If we want to generalize precision and recall, we should be
able to measure the proximity of correspondence sets rather
than their strict overlap. Instead of the taking the cardinal of
the intersection of the two sets (|R ∩ A|), we measure their
proximity (ω).

DEFINITION 3 (GENERALIZED PRECISION AND RECALL).
Given a reference alignment R and an overlap function
ω between alignments, the precision of an alignment A is
given by

Pω(A,R) =
ω(A,R)
|A|

and recall is given by

Rω(A,R) =
ω(A,R)
|R|

.

3.1 Basic properties
In order, for these new measures to be true generalizations,
we would like ω to share some properties with |R ∩ A|. In
particular, the measure should be positive:

∀A,B, ω(A,B) ≥ 0 (positiveness)

and not exceeding the minimal size of both sets:

∀A,B, ω(A,B) ≤ min(|A|, |B|) (maximality)
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Found Alignment A1
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Figure 1: Two Aligned Ontologies

If we want to preserve precision and recall results, ω should
only add more flexibility to the usual precision and recall.
So their values cannot be worse than the initial evaluation:

∀A,B, ω(A,B) ≥ |A ∩B| (boundedness)

Hence, the main constraint faced by the proximity is the fol-
lowing:

|A ∩R| ≤ ω(A,R) ≤ min(|A|, |R|)

This is indeed a true generalization because, |A∩R| satisfies
all these properties. One more property satisfied by precision
and recall that we will not enforce here is symmetry. This
guarantees that the precision and recall measures are true
normalized similarities.

∀A,B, ω(A,B) = ω(B,A) (symmetry)

We will not require symmetry, especially since A and R are
not in symmetrical positions.

3.2 Designing Overlap Proximity
There are many different ways to design such a proximity
given two sets. We retain here the most obvious one which
consists of finding correspondences matching each other and
computing the sum of their proximity. This can be defined
as an overlap proximity:

DEFINITION 4 (OVERLAP PROXIMITY). A measure
that would generalize precision and recall is:

ω(A,R) =
∑

〈a,r〉∈M(A,R)

σ(a, r)

in which M(A,R) is a matching between the correspon-
dences of A and R and σ(a, r) a proximity function between
two correspondences.

Again, the standard overlap |A ∩ R| used in precision and
recall is such an overlap proximity.

There are two tasks to fulfill when designing such an overlap
proximity function:

– the first one consists of finding the correspondences to
be compared M .

– the second one is to define a proximity measure on cor-
respondences σ;

We consider these two issues below.

3.3 Matching Correspondences
A matching between alignments is a set of correspondence
pairs, i.e., M(A,R) ⊆ A×R. However, if we want to keep
the analogy with precision and recall, it will be necessary to
restrict ourselves to the matchings in which an entity from
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the ontology does not appear twice. This is compatible with
precision and recall for two reasons: (i) in these measures,
any correspondence is identified only with itself, and (ii) ap-
pearing more than once in the matching would not guarantee
an overlap proximity below min(|A|, |R|) .

There are |A|!
(|A|−|R|)! candidate matches (if |A| ≥ |R|). The

natural choice is to select the best match because this guar-
antees that the function generalizes precision and recall.

DEFINITION 5 (BEST MATCH). The best match
M(A,R) between two sets of correspondences A and R, is
the subset of A × R which maximizes the overall proximity
and in which each element of A (resp. R) belongs to only
one pair:

M(A,R) ∈ Maxω(A,R){M ⊆ A×R}

As defined here, this best match may not be unique. This
is not a problem, because we only want to find the highest
value for ω and any of the best matches will yield the same
value.

Of course, the definitions M and ω are dependent of each
other, but this does not prevent us from computing them.
They are usually computed together but it is better to present
them separately.

3.4 Correspondence Proximity
In order to compute ω(A,R), we need to measure the prox-
imity between two matched correspondences (i.e., 〈a, r〉 ∈
M(A,R)) on the basis of how close the result is from the
ideal one. Each element in the tuple a = 〈ea, e′a, ra, na〉
will be compared with its counterpart in r = 〈er, e

′
r, rr, nr〉.

For any two correspondences (the found a and the reference
r) we compute three similarities σpair, σrel, and σconf . If
elements are identical, proximity has to be one (maximal-
ity). If they differ, proximity is lower, always according to
the chosen strategy. In contrast to the standard definition of
similarity, the mentioned proximity measures do not neces-
sarily have to be symmetric. We will only consider normal-
ized proximities, i.e., measures whose values are within the
unit interval [0..1], because this guarantees that

ω(A,R) ≤ min(|A|, |R|)

The component proximity measure is defined in the follow-
ing way:

σpair(〈ea, er〉, 〈e′a, e′r〉): How is one entity pair similar to
another entity pair? In ontologies we can in principal
follow any relation which exists (e.g., subsumption, in-
stantiation), or which can be derived in a meaningful
way. The most important parameters are the relations
to follow and their effect on the proximity.

σrel(ra, rr): Often the alignment relations are more com-
plex, e.g., represent subsumption, instantiation, or
compositions. Again, one has to assess the similarity
between these relations. The two relations of the align-
ment cell can be compared based on their distance in a
conceptual neighborhood structure [6, 8].

σconf (na, nr): Finally, one has to decide, what to do with
different levels of confidence. The similarity could
simply be the difference. Unfortunately, none of the
current alignment approaches have an explicit meaning
attached to confidence values, which makes it rather
difficult in defining an adequate proximity.

Once these proximities are established, they have to be
aggregated. The constraints on the aggregation function
(Aggr) are:

– normalization preservation (if ∀i, 0 ≤ ci ≤ 1 then 0 ≤
Aggrici ≤ 1);

– maximality (if ∀i, ci = 1 then Aggrici = 1);
– local monotonicity (if ∀i 6= j, ci = c′i = c′′j and cj ≤

c′j ≤ c′′j then Aggrici ≤ Aggric
′
i ≤ Aggric

′′
i ).

Here, we consider aggregating them through multiplica-
tion without further justification. Other aggregations (e.g.,
weighted sum) are also possible.

DEFINITION 6 (CORRESPONDENCE PROXIMITY).
Given two correspondences 〈ea, e′a, ra, na〉 and
〈er, e

′
r, rr, nr〉, their proximity is:

σ(〈ea, e′a, ra, na〉, 〈er, e
′
r, rr, nr〉) =

σpair(〈ea, er〉, 〈e′a, e′r〉)× σrel(ra, rr)× σconf (na, nr)

We have provided constraints and definitions for M , ω, and
σ. We now turn to concrete measures.

4. CONCRETE MEASURES
We consider four cases of relaxed precision and recall mea-
sures based on the above definitions. We first give the defi-
nition of usual precision and recall within this framework.

4.1 Standard Precision and Recall
For standard precision and recall, the value of ω is |A ∩ R|.
This is indeed an instance of this framework, if the proxim-
ity used is based on the strict equality of the components of
correspondences.

DEFINITION 7 (EQUALITY PROXIMITY). The equality
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proximity is charaterized by:

σpair(〈ea, e′a〉, 〈er, e
′
r〉) =

{
1 if 〈ea, e′a〉 = 〈er, e

′
r〉

0 otherwise

σrel(ra, rr) =
{

1 if ra = rr

0 otherwise

σconf (na, nr) =
{

1 if na = nr

0 otherwise

4.2 Symmetric Proximity
The easiest way to relax precision and recall is to have some
distance δ on the elements in ontologies and to weight the
proximity with the help of this distance: the higher the dis-
tance between two entities in the matched correspondences,
the lower their proximity. This can be defined as:

δ(ea, er) ≤ δ(eb, er)
and δ(e′a, e′r) ≤ δ(e′b, e

′
r)

}

=⇒ σ(〈ea, e′a〉, 〈er, e
′
r〉) ≥ σ(〈eb, e

′
b〉, 〈er, e

′
r〉)

As a simple example of such a symmetric similarity, we use
a distance in which a class is at distance 0 of itself, at dis-
tance 0.5 of its direct sub- and superclasses, and at a distance
1 of any other class. This could be further refined by having
a similarity inversely proportional to the distance in the sub-
sumption tree. Likewise, this similarity may also be applied
to properties and instances (through part-of relationships in
the latter case). The similarity between pairs is the comple-
ment of these similarities The result is displayed in Table 1.
We always mention the assumed alignment and the actual
correct alignment.

found closest correct similarity comment
e,e′ e,e′ σpair

e,e′ e,e′ 1 correct correspondence
c,c′ c,sup(c′) 0.5 returns more specialized instances
c,c′ sup(c),c′ 0.5 returns more general instances
c,c′ c,sub(c′) 0.5 returns more general instances
c,c′ sub(c),c′ 0.5 returns more specialized instances
r,r′ r,sup(r′) 0.5 returns more spec. relation instances
r,r′ sup(r),r′ 0.5 returns more gen. relation instances
r,r′ r,sub(r′) 0.5 returns more gen. relation instances
r,r′ sub(r),r′ 0.5 returns more spec. relation instances
i,i′ i,super(i′) 0.5 returns a more restricted instance
i,i′ super(i),i′ 0.5 returns a too broad instance
i,i′ i,sub(i′) 0.5 returns a too broad instance
i,i′ sub(i),i′ 0.5 returns a more restricted instance

Table 1: Similarities based on Entity Pairs

Table 2 consider the proximity between relations. It only
presents the similarity between equality (=) and other rela-
tions.

For the confidence distance we simply take the complement
of the difference. The final precision is calculated according
to the formula presented in the previous section:

found correct similarity comment
relation relation σrel

e = e′ e = e′ 1 correct relation
c = c′ c ⊂ c′ 0.5 returns more instances than correct
c = c′ c ⊃ c′ 0.5 returns less instances than possible,

but these are correct
r = r′ r ⊂ r′ 0.5
r = r′ r ⊃ r′ 0.5
i = i′ i partOf i′ 0.5
i = i′ i consistsOf i′ 0.5

Table 2: Similarities based on Relations

DEFINITION 8 (SYMMETRIC PROXIMITY). The sym-
metric proximity is characterized by:

σpair(〈ea, e′a〉, 〈er, e
′
r〉) as defined in Table 1

σrel(ra, rr) as defined in Table 2
σconf (na, nr) = 1− |na − nr|.

4.3 Measuring Correction Effort
If users have to check and correct alignments, the quality of
alignment algorithms can be measured through the effort re-
quired for transforming the obtained alignment into the (cor-
rect) reference one [2].

This measure can be implemented as an edit distance [10]:
an edit distance defines a number of operations by which an
object can be corrected (here the the operations on corre-
spondences authorized) and assigns a cost to each of these
operations (here the effort required to identify and repair
some mistake). The cost of a sequence of operations is the
sum of their cost and the distance between two objects is
the cost of the less costly sequence of operations that trans-
form one object into the other one. The result can always
be normalized in function of the size of the largest object.
Such a distance can be turned into a proximity by taking its
complement with regard to 1.

Table 3 provides such plausible weights. Usually classes
are organized in a taxonomy in which they have less direct
super- than subclasses. It is thus easier to correct a class to
(one of) its superclass than to one of its subclasses. As a con-
sequence, the proximity is dissymmetric. Such a measure
should also add some effort when classes are not directly
related, but this has not been considered here.

The edit distance between relations is relatively easy to de-
sign since, generally, changing from one relation to another
can be done with just one click. Thus, the relational similar-
ity equals 1 if the relations are the same and 0.5 otherwise.

In this correction effort measure, the confidence factor does
not play an important role: ordering the correspondences can
only help the user to know that after some point she will have
to discard many correspondences. We thus decided to not
take confidence into account and thus, their proximity will
always be 1.
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found closest correct effort similarity comment
e,e′ e,e′ σpair

e,e′ e,e′ 0 1 correct alignment
c,c′ c,sup(c′) 0.4 0.6 returns more spec. instances
c,c′ sup(c),c′ 0.4 0.6 returns more gen. instances
c,c′ c,sub(c′) 0.6 0.4 returns more gen. instances
c,c′ sub(c),c′ 0.6 0.4 returns more spec. instances
r,r′ r,sup(r′) 0.4 0.6
r,r′ sup(r),r′ 0.4 0.6
r,r′ r,sub(r′) 0.6 0.4
r,r′ sub(r),r′ 0.6 0.4
i,i′ i,super(i′) 0.4 0.6 returns a more restricted inst.
i,i′ super(i),i′ 0.4 0.6 returns a too broad inst.
i,i′ i,sub(i′) 0.6 0.4 returns a too broad inst.
i,i′ sub(i),i′ 0.6 0.4 returns a more restricted inst.

Table 3: Effort-based proximity between Entity Pairs

DEFINITION 9 (EFFORT-BASED PROXIMITY). The
effort-based proximity is charaterized by:

σpair(〈ea, e′a〉, 〈er, e
′
r〉) as defined in Table 3

σrel(ra, rr) =
{

1 if ra = rr

0.5 otherwise

σconf (na, nr) =
{

1 if na 6= 0 and nr 6= 0
0 otherwise

To be accurate, such an effort proximity would have been
better aggregated with an additive and normalized aggrega-
tion function rather than multiplication.

4.4 Precision- and Recall-oriented Measures
One can also decide to use two different similarities depend-
ing on their application for evaluating either precision or
recall. We here provide two such measures and justify the
given weights. Precision is normally a measure of accuracy
i.e., the returned results need to be correct. Every wrong re-
sult will therefore entail a penalty. We assume the user poses
a query to the system as follows: “return me all instances of
e”. The system then returns any instance corresponding to
the alignment i.e. e′. Vice versa, for the relaxed recall we
want to avoid missing any correct result. This affects the
similarity relations and weights.

4.4.1 Relaxed Precision
In Table 4 and 5 we present the precision similarity for pairs
and relations. The comments in each line explain the deci-
sion for the weights.

For the distance within the confidence we again use the com-
plement of the difference.

DEFINITION 10 (PRECISION-ORIENTED PROXIMITY).
The precision-recall oriented proximity is characterized by:

σpair(〈ea, e′a〉, 〈er, e
′
r〉) as defined in Table 4

σrel(ra, rr) as defined in Table 5
σconf (na, nr) = 1− |na − nr|.

found closest correct similarity comment
e,e′ e,e′ σpair

e,e′ e,e′ 1 correct correspondence
c,c′ c,sup(c′) 1 returns more specialized instances,

these are correct
c,c′ sup(c),c′ 0.5 returns more general instances,

includes some correct results
c,c′ c,sub(c′) 0.5 returns more general instances,

includes some correct results
c,c′ sub(c),c′ 1 returns more specialized instances,

these are correct
r,r′ r,sup(r′) 1
r,r′ sup(r),r′ 0.5
r,r′ r,sub(r′) 0.5
r,r′ sub(r),r′ 1
i,i′ i,super(i′) 0.5 returns a more restricted instance
i,i′ super(i),i′ 0 returns a too broad instance
i,i′ i,sub(i′) 0 returns a too broad instance
i,i′ sub(i),i′ 0.5 returns a more restricted instance

Table 4: Similarities for Relaxed Precision based on En-
tity Pairs

found correct similarity comment
relation relation σrel

e = e′ e = e′ 1 correct relation
c = c′ c ⊂ c′ 0.5 returns more instances than correct
c = c′ c ⊃ c′ 1 returns less instances than possible,

but these are correct
r = r′ r ⊂ r′ 0.5
r = r′ r ⊃ r′ 1
i = i′ i partOf i′ 0.5
i = i′ i consistsOf i′ 1

Table 5: Similarities for Relaxed Precision based on Re-
lations

4.4.2 Relaxed Recall
In Table 6 and 7 we present the recall similarity for pairs
and relations. Basically many distances are just mirrored
compared to the precision case.

found closest correct similarity comment
e,e′ e,e′ σpair

e,e′ e,e′ 1 correct correspondence
c,c′ c,sup(c′) 0.5 returns more specialized instances,

misses some
c,c′ sup(c),c′ 1 returns more general instances,

includes the correct results
c,c′ c,sub(c′) 1 returns more general instances,

includes the correct results
c,c′ sub(c),c′ 0.5 returns more specialized instances,

misses some
r,r′ r,sup(r′) 0.5
r,r′ sup(r),r′ 1
r,r′ r,sub(r′) 1
r,r′ sub(r),r′ 0.5
i,i′ i,super(i′) 0 returns a more restricted instance,

misses correct
i,i′ super(i),i′ 0.5 returns a broader instance
i,i′ i,sub(i′) 0.5 returns a broader instance
i,i′ sub(i),i′ 0 returns a more restricted instance,

misses correct

Table 6: Similarities for Relaxed Recall based on Entity
Pairs
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found correct similarity comment
relation relation σrel

e = e′ e = e′ 0 correct relation
c = c′ c ⊂ c′ 0 returns more instances than correct
c = c′ c ⊃ c′ 0.5 returns less instances than possible,

misses some
r = r′ r ⊂ r′ 0
r = r′ r ⊃ r′ 0.5
i = i′ i partOf i′ 0
i = i′ i consistsOf i′ 0.5

Table 7: Similarities for Relaxed Recall based on Rela-
tions

The final recall is computed as usual:

DEFINITION 11 (RECALL-ORIENTED PROXIMITY).
The recall-oriented proximity is characterized by:

σpair(〈ea, e′a〉, 〈er, e
′
r〉) as defined in Table 6

σrel(ra, rr) as defined in Table 7
σconf (na, nr) = 1− |na − nr|.

5. EXAMPLE
In the introduction of this paper we have presented a pair of
ontologies, the reference alignment, and three different iden-
tified alignments. We will now apply the different proposed
precision and recall measures to these example alignments.
Please note that they mainly illustrate entity pair similarities,
as relations and confidences are always identical. Table 8
provides the results. For the oriented measure we assume
that the query is given in ontology 1 and the answer has to
be retrieved in ontology 2. As the oriented measure is dis-
symmetric, one has to define this direction beforehand.

ω (R, R) (R, A1) (R, A2) (R, A3)
P R P R P R P R

standard 1.0 1.0 0.2 0.2 0.25 0.2 0.2 0.2
symmetric 1.0 1.0 0.4 0.4 0.375 0.3 0.2 0.2
edit 1.0 1.0 0.44 0.44 0.35 0.28 0.2 0.2
oriented 1.0 1.0 0.5 0.5 0.375 0.4 0.2 0.2

Table 8: Precision recall result on the alignments of Fig-
ure 1

The measures which have been introduced address the prob-
lems raised in the introduction and fulfill the requirements:

– They keep precision and recall untouched for the best
alignment (R);

– They help discriminating between irrelevant align-
ments (A3) and not far from target ones (A1 and A2);

– Specialized measures are able to emphasize some char-
acteristics of alignments: ease of modification, correct-
ness or completeness. For instance, let’s consider the
oriented measures. In our example A1 has two very
near misses, which leads to a relatively high preci-
sion. In A2 however the miss is bigger, but by aligning
one concept to its superconcept recall rises relatively
to precision.

These results are based on only one example. They have to
be systematized in order to be extensively validated. Our
goal is to implement these measures within the Alignment
API and to use them on the forthcoming results of the On-
tology Alignment Evaluation 20051 in order to have real
data on which the relevance of the proposed measures can
be more openly debated.

6. RELATED WORK
The naturally relevant work is [2] which has considered pre-
cisely the evaluation of schema matching. However, the au-
thors only note the other mentioned problem (having two
measures instead of one) and use classical aggregation (over-
all and F-measure) of precision and recall.

In computational linguistics, and more precisely multilin-
gual text alignment, [9] has considered extending precision
and recall. Their goal is the same as ours: increasing the
discriminating power of the measures. In this work, the
mathematical formulation is not changed but the granularity
of compared sets changes: instead of comparing sentences
in a text, they compare words in sentences in a text. This
helps having some contribution to the measures when most
of the words are correctly aligned while the sentences are
not strictly aligned.

In the Alignment API [5], there is another evaluation mea-
sure which directly computes a distance based on a weighted
symmetric difference (weights are the confidences of each
correspondence in the alignment). This measure could be
used in the generalization proposed here (the distance would
then be based on confidence difference and would generally
satisfy P ′(A,R) ≤ P (A,R) and R′(A,R) ≤ R(A,R).

The deeper proposal for extending precision and recall
comes from hierarchical text categorization in which texts
are attached to some category in a taxonomy [12]. Usually,
texts are attached to the leaves, but when algorithms attach
them to the intermediate categories, it is useful to discrimi-
nate between a category which is irrelevant and a category
which is an immediate super category of the expected one.
For that purpose, they introduce an extension of precision
(recall is redefined similarly) such that:

PCS =
max(0, |A ∩R|+ FpCon + FnCon)

|A|+ FnCon

in which FpCon (resp. FnCon) is the contribution to false
positive (resp. false negative), i.e., the way incorrectly clas-
sified documents could contribute to its incorrect category
anyway. The maximization is necessary to prevent the result
from being negative (because the contribution is defined with
respect to the average such contribution). The contribution
is measured in two ways. The first one is a category similar-
ity that is computed on the features of categories (categories
and documents are represented by a vector of features and
the membership to some category is based on a distance be-
1http://oaei.inrialpes.fr/2005/
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tween these vectors). The second one is based on the dis-
tance between categories in the taxonomy.

This measure does not seem to be a generalization of stan-
dard precision and recall as the one presented here. In partic-
ular, because the contributions can be negative, this measure
can be lower than standard precision and recall. The idea
of retracting the contribution from wrongly classified docu-
ments is not far from the idea developed here. However, the
computation of this contribution with regard to some aver-
age and the addition of some contribution to the divisor do
not seem justified.

7. DISCUSSION
Evaluation of matching results is often made on the basis
of the well-known and well-understood precision and recall
measures. However, these measures do not discriminate ac-
curately between methods which do not provide the exact
results. In the context where the result of alignments have to
be screened by humans, this is an important need.

We have proposed a framework for generalizing preci-
sion and recall when comparing ontology alignments. It
keeps the advantages of usual precision and recall but helps
discriminating between alignments by identifying for near
misses instead of completely wrong correspondences.

The framework has been instantiated in three different mea-
sures, each one aiming at favoring some particular aspects
of alignment utility. We show that these measures indeed
avoid the shortcomings of standard evaluation criteria. They
should however, be further investigated in order to find bet-
ter formulations: more discrepancy needs to be considered,
more progressive distance (e.g., not direct subclasses) and
rationalized design of weights.

This generalization framework is not the only possible one
since we have made a number of choices:

– on the form of the alignment similarity (Definition 4);
– on the kind of alignment matching (Definition 5);
– on the form of the correspondence similarity (Defini-

tion 6).

More work has to be done in order to assess the potential of
other choices in these functions.

The most important work is to consider these proposed mea-
sures in real evaluation of alignment systems and to identify
good measures for further evaluations. We plan to imple-
ment these measures within the Alignment API [5] and pro-
cess the results of the Ontology Alignment Evaluation 2005.
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ABSTRACT 
This paper proposes an ontology mapping based framerowk 
that allows searching for web resources using multiple 
ontologies. The proposed solution uses a mapping ontology 
that is a part of a recent Semantic Web initiative called the 
Simple Knowledge Organization System (SKOS). On top 
of that, we propose the search algorithm that takes 
arguments from one ontology and generates queries 
compliant with other ontologies. We evaluated the solution 
on a web application that allows using a local ontology, 
which describes content of a web site, to search for web 
resources in remote digital libraries or object repositories 
based on more general content ontologies. 

Categories and Subject Descriptors 
H.3.3 Information Storage and Retrieval – Information 
Search and Retrieval 

General Terms 
Algorithms, Design  

Keywords 
Ontology, ontology mapping, search, interoperability 

1. INTRODUCTION 
In a past few years large collections of web resources 
became available either through the digital libraries (such as 
ACM Portal), community-based object repositories, or 
more importantly as widely dispersed web resources in 
many individual institutions. Several interoperability 
initiatives are trying to address the issue of searching across 
multiple object collections. However, the effectiveness of 
searching is hampered by the fact that individual web 
resources are typically not interconnected into the web and 
therefore lacking the context which makes the Google’s 
PageRank algorithm [7] so effective. The libraries and 
repositories are overcoming this lack of context by 
providing explicit semantic information in the form of 
subject categories, taxonomies, or ideally richer ontologies. 

However, one can hardly find two different object 
repositories relaying on the same classification. 
Furthermore, the previous research showed that community 
members have real difficulty of making annotations of their 
objects using subject taxonomies [11]. On the other hand, 
they are more comfortable using their own application 
domain space as well as with their local context than 
multiple ontologies used in remote repositories.  

In order to address this problem here we propose the use of 
ontology mappings to define relations between concepts 
from different ontologies [9, 16, 20]. On top of such 
mapping relations we developed a search algorithm that 
uses concept of one ontology (i.e. the source ontology) as 
query arguments, generates queries compliant with another 
ontologies (i.e. target ontologies), and finally gets ranked 
search results semantically relevant for the source ontology. 
To define mapping relations among ontologies we use 
another ontology – mapping ontology – that specifies a set 
of relations for relating concepts from different ontologies. 
Actually, we use the Mapping Vocabulary [17] of the 
Simple Knowledge Organization System (SKOS), a recent 
W3C RDF-based initiative [18]. We implemented the 
search algorithm using Jess [10] and OWLJessKB [15] as a 
component. The component can be used in different 
semantic web application such as a federated search engine 
of object repositories/digital libraries annotated with 
different classifications; or applications that allow using a 
local web application content ontology to get relevant 
results from remote digital libraries based upon another 
ontologies. 

2. METADATA, ONTOLOGIES, AND 
WEB RESOURCES 

Although the present semantic web research try to improve 
most of interoperability issues, some problems still exist. 

2.1 Web metadata and domain ontologies 
Web resource metadata and domain ontologies (i.e. 
taxonomies) are often defined at different ontological 
levels. In order to underpin this statement let us consider an 
example of combining Dublin Core (DC) metadata schema 
[4] and domain ontologies. Technically, the DC metadata of 
a web resource is an instance (i.e. RDF) of the DC RDF 
Schema. Additionally, the metadata is enriched with 
keywords defined in an domain ontology (e.g. for computer 
science domain based on the ACM Computing 
Classification System – CCS [2]). If we refer to keywords 
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that are defined as classes in an RDF Schema, we annotate 
the metadata (i.e. schema instances) with ontology classes 
(i.e. schema). Those keywords are listed in the subject 
element of the DC metadata schema. Since ontology 
languages do not have a strict separation between 
ontological levels [6] this approach is completely 
applicable. In fact, this problem of representing classes as 
properties values has already been recognized by W3C 
Semantic Web Best  Practices Working Group as classes as 
property values [19]. While OWL Full and RDF Schema do 
not put any restriction on using classes as property values, 
OWL DL and OWL Lite do not generally allow this use, 
and thus restrict the use of some Semantic Web reasoners. 
Apart from the solutions listed in the W3C note, we can use 
specialized ontologies for defining domain taxonomies with 
a rich set of properties for defining concept hierarchies such 
as SKOS [18]. 

2.2 Mapping among multiple domain 
ontologies  

Currently, there are many different domain ontologies 
developed for the use on the Web. Very often developers 
are not able to reuse existing ontologies, as they were built 
for different purposes. For instance, some sources (e.g. 
object repositories, digital libraries) where we look for 
some web resources are based on different classifications 
(e.g. the ACM CCS in the ACM Digital Library [3]). We 
often need to build application-specific ontologies. For 
example, in the e-learning domain we can build an ontology 
of a course curriculum (e.g Information Management 
course) [22] to organize web resources related to the 
course. However, the main issue is how to use an 
application-specific ontology to search for web resources 
annotated with another ontology. In order to overcome such 
diversities we have to introduce an additional level of 
interoperability among ontologies [13]. One solution is to 
employ ontology mappings to define how concepts from 
different ontologies relate each other. 

Here we describe only one way for defining mappings, 
although there are many practically used ontology mapping 
techniques [13]. It regards the use of a mapping ontology – 
an ontology containing classes and properties (i.e. 

primitives) that can express relations between ontology 
concepts and properties (see Figure 1). This principle is 
suitable for implementation since semantic web reasoning 
tools (e.g. FaCT, OWLJessKB) represent the mapping 
ontology in the same way (i.e. like facts) as both the source 
and target ontologies. Historically, this approach originates 
from the explicit representation of relationships between 
domain (i.e. source) and method (i.e. target) ontologies 
assembled in a specific knowledge application [21]. An 
example of such a mapping ontology was developed as a 
part of the project on reusable problem-solving components 
[9]. MAFRA (MApping FRAmework) is another solution 
for mapping distributed ontologies [16]. Apart from a very 
detailed mapping ontology called the semantic bridge 
ontology, MAFRA also defines two-dimensional process (5 
horizontal and 4 vertical modules) ontology mappings 
process. Note also that a mapping ontology is used in the 
PROMPT Tab, a plug-in of the Protégé ontology editor for 
merging and mapping ontologies, to save discovered 
mappings [20]. However, none of these mapping ontologies 
is standardized.  Furthermore, they do not posses a wide 
range of primitives for defining different levels of mappings 
(e.g. exact match), which can be useful in raking search 
results.  

3. REPRESENTATION OF ONTOLOGIES 
AND MAPPINGS 

In order to address two problems listed in previous section 
our solution uses the Simple Knowledge Organization 
System (SKOS) [18] for defining different types of 
ontologies (e.g. classifications, taxonomies, thesaurus) as 
well as mappings of concepts between different domain 
ontologies. The SKOS consists of the three RDF 
vocabularies that are still under the active development at 
the W3C: 
• SKOS Core – for expressing the basic structure and 

content of concept schemes (taxonomies, terminologies, 
etc); 

• SKOS Mapping – for describing mappings between 
concept schemes; 

• SKOS Extension – containing extensions to the SKOS 
Core useful for specialized applications. 
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mr3 
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mri – mapping relation 
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Legend: 

  
Figure 1. A general purpose mapping ontology as a way to define mappings among multiple ontologies 
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SKOS Core provides a model for expressing the basic 
structure and content of concept schemes. Basically, the 
SKOS Core defines a set of both RDFS properties and 
RDFS classes that can be used to express the content and 
structure of a concept scheme (such as Concept, broader, 
narrower, related, subject, isSubjectOf). For example, the 
broader property is used to specify that a concept is 
broader than another one. In order to define 
subclass/superclass relations we can use the SKOS 
Extension vocabulary and its properties narrowerGeneric 
and broaderGeneric that are sub-properties of the narrower 
and broader properties, respectively. The narrowerGeneric 
property is semantically equivalent to the rdfs:subClassOf 
property, and thus has a slight different meaning from the 
narrower property. 

3.1 Ontology representation 
We use ACM CCS to illustrate the use of SKOS to define 
domain ontology. The ACM CCS is probably the most 
comprehensive classification in the domain of computer 
science [2]. An excerpt of the classification in the SKOS is 
shown in Figure 2a. Note that we use the SKOS Extension 
properties broaderGeneric and narrowerGeneric in order 
to have subclass/superclass relations between concepts. 

3.2 Ontology mapping  
The SKOS Mapping vocabulary contains a set of properties 
for specifying mapping relations among concepts from 
different domain ontologies (broadMatch, narrowMatch, 

exactMatch, majorMatch, minorMatch). Such a rich set of 
semantic relations for expressing mapping is useful in 
ranking search results to reflect the weight of the mapping. 
Apart from the properties, the SKOS Mapping has the three 
classes for defining: intersection of concepts (the AND 
class), union of concepts (OR), and negation (NOT). 

In Figure 2b we show how we have used the SKOS 
Mapping to express the mapping between an e-learning 
relevant course curriculum ontology and the ACM CCS 
ontology. The curriculum ontology captures the 
Information Management course [1]. The course contains 
14 units (top level SKOS concepts), and each unit contain 
several topics (sub-concepts of top level concepts in 
SKOS). One can see different match levels between 
concepts (i.e. minorMatch, majorMatch, and exactMatch) 
in Figure 2b. We also show how one defines the mapping 
relation between a concept (e.g. IM1.6) and a union (e.g. 
OR1) of other concepts (e.g. H.3.3 and E.2.3). As mappings 
relations are not symmetric [17] we have to provide two 
mapping relations for each pair of concepts in case of two-
way mappings.  

4. ONTOLOGY MAPPING BASED 
SEARCH ALGORITHM 

The substance of having mappings among different 
ontology-based vocabularies is to enable the use of the 
ontology A to search web resources annotated with 
concepts from another ontology B. Accordingly, we 
dedicate this section to the search algorithm we developed. 

<rdf:RDF> 
 <skos:ConceptScheme rdf:ID="&acm-ccs;acm-ccs"> 
  <skos:hasTopConcept rdf:resource="&acm-ccs;A" /> 
  <!-- ... -->  
  <skos:hasTopConcept rdf:resource="&acm-ccs;K" /> 
 </skos:ConceptScheme> 
 <!-- ... -->  
 <skos:Concept rdf:ID="&acm-ccs;H.3"> 
  <skos:prefLabel xml:lang="en">Information Storage and   
  Retrieval</skos:prefLabel>  
  <skos:inScheme rdf:resource="&acm-ccs;acm-ccs" />  
  <skos:broaderGeneric rdf:resource="&acm-ccs;H" />  
  <skos:narrowerGeneric rdf:resource="&acm-ccs;H.3.1" /> 
  <!-- ... -->  
  <skos:narrowerGeneric rdf:resource="&acm-ccs;H.3.m" />  
 </skos:Concept> 
 <!-- ... -->  
 <skos:Concept rdf:ID="&acm-ccs;H.3.3"> 
  <skos:prefLabel xml:lang="en">Information Search and   
 Retrieval</skos:prefLabel>  
  <skos:inScheme rdf:resource="acm-ccs" />  
  <skos:broaderGeneric rdf:resource="&acm-ccs;H.3" />  
  <skos:narrowerGeneric rdf:resource="&acm-ccs;H.3.3.1" />  
  <!-- ... -->  
  <skos:narrowerGeneric rdf:resource="&acm-ccs;H.3.3.6" />  
 </skos:Concept> 
 <!-- ... -->  
 <skos:Concept rdf:ID="&acm-ccs;H.3.3.1"> 
  <skos:prefLabel xml:lang="en">Information 
    Filtering</skos:prefLabel>  
  <skos:inScheme rdf:resource="&acm-ccs;acm-ccs" />  
  <skos:broaderGeneric rdf:resource="&acm-ccs;H.3.3" />  
 </skos:Concept 
 <!-- ... -->  
</rdf:RDF> 

  
 
<!--IM1.1 - History and motivation for information systems  
   ->H.5.m - Miscellaneous --> 
 <skos:Concept rdf:about="&imc;IM1.1"> 
 <map:minorMatch> 
  <skos:Concept rdf:about= "&acm-ccs;H.5.m"/> 
 </map:minorMatch> 
 </skos:Concept> 
  
 <!-- IM1.2 - Information storage and retrieval (IS&R) -> 
 H.3 - Information storage and retrieval--> 
 <skos:Concept rdf:about="&imc;IM1.2"> 
 <map:exactMatch> 
  <skos:Concept rdf:about= "&acm-ccs;H.3"/> 
 </map:exactMatch> 
 </skos:Concept> 
 
<!--IM1.6 - Search, retrieval, linking, navigation ->  
 Union of H.3.3 - Information Search and Retrieval 
  E.2.3 - Linked representations --> 
 <skos:Concept rdf:about="&imc;IM1.6"> 
 <map:majorMatch> 
  <map:OR about="#OR1"/> 
 </map:majorMatch> 
 </skos:Concept> 
 <map:OR ID="OR1"> 
 <map:memberList rdf:parseType="Collection"> 
  <skos:Concept rdf:about="&acm-ccs;H.3.3"/> 
  <skos:Concept rdf:about="&acm-ccs;E.2.3"/> 
 </map:memberList> 
 </map:OR> 

a) b)  
Figure 2. The use of SKOS: a) An excerpt of the ACM CCS in the XML/RDF format of the SKOS. The classification 

comprises the 11 top level concepts marked with letters from A to K. Most of the top level concepts are further subdivided 
into three more levels with numbers being added to their identifiers; b) an excerpt of the mappings between the ACM CCS 

and another ontology (an Information Management course curriculum ontology) defined in the SKOS Mappings 
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4.1 Starting presumptions 
The algorithm is based on the following presumptions: 
� Input arguments of the search algorithm are concepts of 

the source ontology; 
� Results of the search algorithm are concepts of the target 

ontology; 
� Mapping relations among concepts from both source and 

target ontologies are defined using the SKOS Mappings; 
� For each input argument the search algorithm looks for 

target ontology concepts that have defined mappings. We 
call those target ontology concepts – matched concepts. 

� The search algorithm also looks for child concepts of 
matched concepts.  

� When ranking search results, different kinds of the SKOS 
Mappings relations should be taken into account. 

4.2 Initial algorithm 
The input argument of the initial algorithm is a concept 
from the source ontology. The algorithm searches for 
matched concepts in the target ontology based on all types 
of SKOS mappings relation types. Next, the algorithm 
looks for child concepts of the matched concepts, but only a 
predefined number of levels (dmax) below the matched 
concept in the target ontology (see Figure 3a). 

The algorithm creates 5 different lists of matched concepts 
called clusters (one for each mapping relation type) as well 
as 5 clusters of child concepts (dmax levels below) of the 
matched concepts. Finally, the algorithm merges all clusters 
respecting the order of clusters listed in the cluster-names 

variable in Figure 4 (NB Figure 4 does not illustrate this 
algorithm version, but the next one). In fact, the merging is 
performed by connecting clusters using the union operator. 

Although the algorithm in a rather simple way searches for 
the matched concepts in the target ontology as well as ranks 
the resulting set of matched concepts, it still has some open 
issues: the resulting concept list is completely discrete 
structure due to the simple merging; the ranking procedure 
treats all children of the matched concepts within the same 
cluster in the same way, so concepts within a cluster are 
randomly ordered; and searching for child concepts a 
predefined number (dmax) levels below the matched node 
can take out of consideration some relevant child concepts.  

4.3 Improved algorithm 
First, the improved algorithm uses all the children of 
matched concepts in the target ontology regardless their 
depth level (see Figure 3b). Second, it uses the weight 
factor to determine ranks of both matched concepts and 
their children in the resulting list of concepts. The algorithm 
calculates the weight factor of a matched concept according 
to the type of the mapping relation connecting it with the 
source ontology concepts. The weight factor for each type 
of mapping relation is predefined (i.e. a constant number) 
and is subject to change depending on the tree structure of 
the target ontology (i.e. it can be fine tuned). Note also that 
referent weight factor is the exactMatch relation, while 
others (i.e. major, minor, and broad) are calculated 
relatively to it. That is the reason way that value is also an 
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Figure 3. The search algorithm based on ontology mappings: a) only those child nodes dmax levels below the 

matched node are used; b) all child nodes of the matched node in the target ontology are used 
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input argument of the search algorithm (WFEM). The weight 
factor for every matched concept child depends on (see 
Figure 3b): the maximal depth level of the matched (parent) 
concept; the distance of the child concept from its parent; 
the weight factor of its parent. Accordingly, the weight 
factor of the child concept is calculated using the following 
formula: 

WFch = WFp – (WFp / (1 + dlmax)) * dch                (1) 
where: 
• WFch – weight factor of the child concept; 
• WFp – weight factor of the matched (parent) concept; 
• dlmax – maximal depth level of the matched (parent) 

concept; 
• dch –  distance of the child concept from the matched 

(parent) concept. 

Relaying on the aforementioned facts we revise the 
algorithm. In Figure 4 we show a high level description of 
the search function (i.e. search-concept) in an informal 
pseudo-code.  The first part of the algorithm is similar to 
the previous version. The difference is that the clusters are 
not merged like in the first algorithm, but they are stored to 
be members of a hash map – a memory structure keeping 
the track about all clusters. Once all clusters are created, the 
algorithm puts the concepts from each cluster in the 
resulting list (result) using the put-in-sorted-list 
procedure. Concepts in the resulting list are sorted 
according to their weight factors. Since the same concept 

can be in more then one cluster (e.g. 
broadMatchChildren and majorMatchChildren), the 
procedure prevents the repetition of the same concept in the 
resulting list by using its best weight factor.  

Although this variant of the algorithm solves the most the 
problems we have mentioned for the first one, the algorithm 
still has some limitations that are referred in detail in the 
next subsection. 

4.4 Final algorithm 
The search algorithm presented in the previous section does 
not solve the case when mapping is not defined between the 
query argument and the target ontology (see Figure 5). 
Although the previous search algorithm variants look for 
children of matched concepts in the target ontology, it does 
not expand the query arguments that are parts of the source 
ontology. In fact, the solution works properly if mapping is 
defined between the query argument and one or more 
concepts from the target ontology. However, if there are no 
mappings defined for the query argument then the query 
will return an empty resulting list.  

To overcome this issue, we additionally improved the 
search algorithm. The algorithm looks for both child and 
parent concepts in the source ontology that have defined 
mappings with concepts of the target ontology when the 
query argument has no defined mappings. In order to 
calculate weight factors of result concepts, the algorithm 
takes into account the fact that the distance between the 

function search-concept (input-concept, WFEM) 
cluster-names := {“exactMatch”, “broadMatch”, “exactMatchChildren”, 

“broadMatchChildren” , “narrowMatch”, “narrowMatchChildren” “majorMatch”, 
“majorMatchChildren”, “minorMatch”, “minorMatchChildren”}; 

clusters := create-hash-map(); 
result := {}; 
 

for-each name in cluster-names 
 matched-concepts := get-matched-concepts(name, input-concept); 
 clusters[name] := matched-concepts; 

 end-for-each 

for-each name in cluster-names 
 for-each concept in clusters[name] 

put-in-sorted-list(result, concept, calculate-WF(concept, name)); 
 end-for-each 

 end-for-each 

 return result; 

end-function  
Figure 4. The search algorithm – considers all child concepts of the matched concept in the target ontology. It ranks the 
resulting list of concepts relying on the weight factor of the mapping relation type of the matched concept as well as the 

distance of child concepts from the matched (parent) concepts 
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Figure 5. The case when mapping is not defined between the query argument and concepts of the target ontology 
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query arguments and all its child and parent concepts with 
defined matching relations is not the same. Relaying on that 
fact we calculate the value of the weight factor (WFi) for 
exact match (see the previous subsection) for each parent 
and child concept of the query argument in the source 
ontology using the following formula: 

WFi = WFEM – abs(dlsc – dli) * step   (2) 
where: 
• WFEM – weight factor of the exact match relation 

predefined for the case when there is a mapping relation 
between the query argument and the target ontology; 

• dlsc – depth level of the query argument; 
• dli – depth level of a parent/child concept of the query 

argument that has a mapping relation with the target 
ontology; 

• step – predefined value that specifies the impact of the 
distance between the query argument and its child/parent 
concept i. 

Once we calculate the weight factor for the exact match 
relation, the weight factors of other mapping relations can 
be calculated as we have already explained in the previous 
subsection. In Figure 6 we show the final version of the 
search algorithm capturing the explanation given in this 
subsection and employing the search algorithm shown in 
Figure 4. 

4.5 A Jess-based implementation of the 
proposed search algorithm 

We implemented the algorithm using OWLJessKB [15], a 
Semantic Web reasoning tool, and Jess, a Java-
implemented rule-based inference engine [10]. The use of 
the implemented algorithm regards invoking the 
corresponding Jess function whose input parameters are: a 
concept from the source ontology; and the weight factor for 
the exact match mapping relation. The function returns a 
ranked list of matched concepts as well as their child 
concepts. 

5. EVALUATION 
In order to evaluate the search algorithm we developed a 
web-based application in the domain of e-learning for an 

information management course. The course is based on the 
ACM/IEEE computer science curriculum recommendation 
[1]. The application has a typical organization – the left 
pane contains the course structure and the right pane holds 
the content of the one particular unit. In fact, the course 
structure is represented as a SKOS ontology. The bottom 
part of the right pane contains the context sensitive search 
for two different collections of web resources: the ACM 
Digital Library (DL) [3] and Merlot learning object 
repository (http://www.merlot.org). The ACM DL relays on 
the ACM CCS ontology while Merlot has its own 
classification. We encoded both classifications in SKOS. 
The students can search both collections of web resources 
by providing search keywords. However, the search action 
collects annotation of the current page in the course 
ontology (embedded in the web page in the RDF form) and 
applies the ontology mapping based algorithm to the 
annotation. Finally, the application sends an expanded 
query along with the keywords to chosen collection of web 
resources. The results received from collections of web are 
related to the current web page within the course.  

Figure 7 contains the diagram comparing the search results 
we obtain when searching the ACM DL by using keywords 
and the combination of keywords and ACM CCS class 
identifiers. Note that the “full number” for each query 
means the overall number of objects that contain any of 
searched keywords in the keyword and ACM CSS 
classification fields of their metadata (see [3] for details). It 
is obvious that the combination of the keywords and ACM 
CCS class identifiers reduces the number of found objects, 
and hopefully helps find more relevant web resources. 
However, we noticed several peculiarities due to the use of 
a specific search engine (i.e. the ACM DL Advanced 
Search): 
� The number of results is decreased when increasing the 

number of classifiers in a query. It was completely 
opposite to expectations as those query arguments are 
connected with the OR logical operator. The reason for 
such a behavior is that the ACM DL Advanced Search 
uses the Verity indexing engine (http://www.verity.com), 

function search-concept-no-direct-match (input-concept, WFEM) 
result := search concept(input-concept, WFEM); 

if result == {} then  
 children := get-subconcepts-with-mapping(input-concept); 
 parents := get-superconcepts-with-mapping(input-concept); 

for-each c in children 
 WF := calculate-WF(c, input-concept); 
 put-in-ordered-list(result, search-concept(input-concept, WF)); 

  end-for-each 
for-each c in parents 
 WF := calculate-WF(c, input-concept); 
 put-in-ordered-list(result, search-concept(input-concept, WF)); 

  end-for-each 
 end-if 

 return result; 

end-function  
Figure 6. The final version of the search algorithm that captures the case exemplified in Figure 5 when none of mapping 

relations is defined among the query argument and concepts of the target ontology  
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which selects only those objects whose weight factors 
pass over a specific threshold. Since their weight factors 
depend on the number of classification parameters, the 
less number of found objects can pass over the threshold 

� The last level of classification is omitted from the queries 
in the web application. Due to a high number of 
classification concepts used in queries, the ACM DL 
Advanced Search can return an empty list of found 
concepts. The effect is especially stressed when using top 
level concepts as query arguments. The ACM DL search 
engine selects only those objects whose weight factors 
pass over a specific threshold. Increasing the number of 
classification parameters also increases the threshold and 
therefore eliminating some of the objects. However, this 
does not affect the best matching results. 

Table 1 contains results obtained by applying the algorithm 
to search the Merlot learning object repository using the 
combination of the course ontology concepts and keywords. 
Unlike the ACM DL, in this case search results are in 
accordance with expectations, the greater number of 
classification tags in the query, the greater number of the 
found objects. Note also that the number of Merlot 
classification tags is not so high comparing to the 
experiment with ACM DL, since mapping relations 
between two ontologies are defined for the bottom level 
concepts of the Merlot classification. We found that most of 

concept from the course ontology did not have direct 
mapping relations with the target ontology, but they just 
inherited mapping relation from their parents.  

Finally, say that we could not rank search results according 
to our ranking algorithm in either experiment, since we used 
two different digital libraries where we did not have any 
control in ranking of the found resources. In order to 
evaluate our ranking algorithm we are developing screen-
scraping functions of both ACM DL and Merlot web pages 
showing search results. 

6. CONCLUSIONS 
The paper presented a way to achieve semantic 
interoperability when searching for web resources in web 
sources annotated by different domain ontologies. That 
way, users can get semantically relevant search results using 
classifications they are familiar with. The presented method 
exploited the idea of having one separated mapping 
ontology as it was already shown in [9, 16, 20]. Relations 
among different ontologies are not encoded into their 
structures, but they are represented separately. Accordingly, 
reusability of related ontologies is not decreased. 
Additionally, the evaluation examples showed benefit to 
have a combined keyword search with ontology annotated 
content to in order to provide more relevant web resources. 
Although we discussed the case of mapping between two 
ontologies, the described approach scales up to support 
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Figure 7. Comparison of the search results obtain from the ACM Digital Library by using text-based keywords and the 

combination of the text-based keywords and ACM CCS class identifiers 

Table 1. Evaluation of the ontology mapping based algorithm to search Merlot learning object repository, which is based on 
its own classification, using a course curriculum ontology 

Concept IM1 IM.1 IM1.2 IM1.3 IM1.4 IM1.5 IM1.6 IM1.7 IM1.8 IM2 IM2.1 … 
Keyword-based search 9814 10782 9760 2094 9769 9578 114 9760 9542 540 10797 … 
Ontology-based search 55 59 85 22 53 80 1 9 52 25 35 … 
Percent 0.56 0.55 0.87 1.05 0.54 0.84 0.88 0.09 0.54 4.63 0.32 … 
Num. of classification tags 1 1 3 2 1 1 1 1 1 2 2 … 
Defined match or not Y Y Y Y Y Y N Y N Y N … 

             

Concept … IM2.2 IM2.3 IM2.4 IM2.5 IM3.2 IM3.3 IM3.4 IM4 IM4.1 IM4.2 IM4.3 
Keyword-based … 9449 1321 9638 12782 9614 418 1140 72 12788 9544 9563 
Ontology-based … 36 26 35 38 85 14 40 6 38 31 31 
Percent … 0.38 1.97 0.36 0.30 0.88 3.35 3.51 8.33 0.30 0.32 0.32 
Num. of classification tags … 2 2 2 2 3 3 3 2 2 2 2 
Defined mapping or not … N N N N N N N Y N N N 
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multiple ontologies, provided we defined mapping between 
the source ontology and any number of target ontologies. 

Comparing the search algorithm with other solutions we can 
find similarities with the Intelligent Product Information 
Search that employs ontology mapping to search for 
products using web services of several sellers based on 
different product ontologies [14]. However, this method has 
mappings defined in a table, while search procedure just 
considers direct mapping without consideration of child 
concepts. It further uses run-time discovery of mapping 
relations based upon lexical similarities defined in 
WordNet. Another similar approach tries to enable the use 
of user personalized ontologies to annotate web pages in 
order to compose web services [5]. The mapping rules 
between ontologies are defined in F-Logic. To the best of 
our knowledge, the approach just uses simple matching 
between related concepts from different concepts, without 
consideration of their child concepts. 

In the future we plan to integrate the developed search 
algorithm into the eduSource Communication Layer (ECL) 
being developed in our research laboratory as a part of its 
federated search engine [12]. We also plan to research how 
we can automatically generate ontology mapping relations 
the search algorithm relays on. The idea is to apply the 
concept of semantic signatures as well as content of web 
resources to discover relation among ontology concepts [8]. 
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ABSTRACT
Ontology matching is an important task to achieve inter-
operation between semantic web applications using dif-
ferent ontologies. Structural similarity plays a central
role in ontology matching. However, the existing ap-
proaches rely heavily on lexical similarity, and they mix
up lexical similarity with structural similarity. In this
paper, we present a graph matching approach for on-
tologies, called GMO. It uses bipartite graphs to repre-
sent ontologies, and measures the structural similarity
between graphs by a new measurement. Furthermore,
GMO can take a set of matched pairs, which are typi-
cally previously found by other approaches, as external
input in matching process. Our implementation and
experimental results are given to demonstrate the effec-
tiveness of the graph matching approach.

Categories and Subject Descriptors
D.2.12 [Software]: Interoperability; I.2.6 [Artificial
Intelligence]: Problem Solving, Control Methods, and
Search—Graph; I.5.3 [Pattern Recognition]: Clus-
tering—Similarity measures

General Terms
Algorithms, Experimentation, Measurement

Keywords
Semantic Web, Ontology Alignment, Graph Matching,
Structure Similarity

1. INTRODUCTION
Web ontologies written by RDF Schema [7] or OWL
[13] play a crucial role in the emerging Semantic Web,
and ontology matching (or alignment) is necessary for

establishing inter-operation between semantic web ap-
plications using different ontologies. Ontology matching
can be seen as an operation that takes two graph-like
structures and produces a mapping between elements
of the two graphs that correspond semantically to each
other. Due to the hardness of subgraph matching, on-
tology matching is a difficult issue. Some similarity-
based approaches to ontology matching have been pro-
posed in the literatures [3, 4, 8, 10, 12, 14]. As we
know, structural similarity plays a central role in ontol-
ogy matching. However, the existing approaches rely
heavily on lexical similarity between labels of nodes and
similarity of labels brought from thesaurus, e.g. Word-
Net [11]. And these approaches mixed lexical similarity
with structural similarity.

In this paper, we present a new approach to ontology
matching called GMO (Graph Matching for Ontolo-
gies). It uses bipartite graphs to represent ontologies,
and measures the structural similarity between graphs
by a new measurement. Usually, GMO takes a set of
matched pairs, which are typically found previously by
other approaches, as external input in the matching
process, and output additional matching pairs by com-
paring the structural similarity. The input mapping
given to GMO can be gained by variant approaches
available, and may have big variance in size. So, our
structural similarity is designed to be independent to
lexical similarity, and the effectiveness of GMO is tested
with variant sized input mapping. The rest of this paper
is organized as follows: Ontology representation based
on Bipartite Graph is presented in Section 2. A measure
of structural similarity between a pair of web ontologies
is proposed in Section 3. Our implementation is de-
scribed in Section 4. Experimental results are reported
in Section 5, and some comparison to related work is
discussed in Section 6. Finally, Section 7 summarizes
our work and outlines some of future work.

2. ONTOLOGY REPRESENTATION BASED
ON BIPARTITE GRAPH

RDF model, a foundation of Semantic Web, has the na-
ture of graph structure. OWL ontology can be mapped
to an RDF Graph as stated in the fourth section of
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Figure 1: The RDF graph (upper) and RDF bi-
partite graph (lower) of OA

OWL S&AS [13]. Thus, in order to compute structural
similarity between ontology entities with semantic cor-
respondence, we adopt the graph structure approach to
represent web ontology in this paper.

2.1 RDF Graph vs RDF Bipartite Graph
According to the well-established methods from graph
theory, we utilize the RDF Bipartite Graph model [6]
to represent web ontology instead of the RDF Graph
model. In this paper, we use OA, OB, . . . to denote
web ontology. As an example, Fig. 1 shows the RDF
graph and RDF bipartite graph of ontology OA.

2.2 Matrix Representation of Ontology
Definition 1. Let G̃A be the RDF bipartite graph of

OA. The directed bipartite graph of ontology OA, de-
noted by GA, is a derivation of G̃A by replacing the ”s”
edges with edges pointing to statement nodes, and the
”p” and ”o” edges with edges pointing from statement
nodes. The adjacency matrix of GA is called the matrix
representation of ontology OA, denoted by A.

Note: The matrix has the following block structure,

A =




0 0 AES

0 0 AS

AE AOP 0


 , (MR)

where AES is a matrix representing the connections
from external entities to statements; AS is a matrix rep-
resenting the connections from ontology entities within
OA (internal entities) to statements; AE is a matrix
representing the connections from statements to exter-
nal entities of OA; AOP is a matrix representing the
connections from statements to internal entities.

stA1

rdfs:subClassOf

stA2stA3 stA4

rdfs:domain

stA5

rdfs:range

ex1:Graduate ex1:Scholastics ex1:Supervisorex1:PhD_Candidate ex1:supervise

Figure 2: The directed bipartite graph of ontol-
ogy OA

The external entities for an ontology are usually those
vocabulary defined by RDFS or OWL, built-in data
types, and data literals. In some cases, the external
entities may include some common ones (e.g. FOAF
terms) used in two ontologies to be compared, and the
ones specified in an input mapping. Therefore, the sep-
aration of ”external” and ”internal” is relative to the
current matching process. In addition, when external
entities of OA are not used as subject in OA (as in Fig.
2), AES is a zero matrix.

As an example, Fig. 2 shows the directed bipartite graph
of ontology OA. The matrix representation of ontology
OA is as follows:

rdfs : subClassOf
rdfs : domain

rdfs : range
ex1 : supervise

ex1 : Scholastics
ex1 : Graduate

ex1 : Supervisor
ex1 : PhD Candidate

stA1
stA2
stA3
stA4
stA5

266666666666666666664

0 0 0 1 1
0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

1 0 0 0 1 0 0 0
1 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0
0 0 1 0 0 1 0 0

377777777777777777775
.

3. STRUCTURAL SIMILARITY MEASURE
FOR ONTOLOGY

We propose in this section a measure of structural sim-
ilarity for ontology. With this measure, the structural
similarity matrix is illustrated by an example. Then,
the updating equations for structural similarity matrix
are refined according to entity classification. Finally, a
process for similarity computing is outlined.

3.1 A Measure of Structural Similarity for
Ontology

Here, we conduct the structural comparison between
entities in the two directed bipartite graphs for given
ontologies. The idea of our measure is as follows. Sim-
ilarity of two entities from two ontologies comes from
the accumulation of similarities of involved statements
(triples) taking the two entities as the same role (sub-
ject, predicate, object) in the triples, while the similar-
ity of two statements comes from the accumulation of
similarities of involved entities (including external enti-
ties) of the same role in the two statements being com-
pared. Our formulation of structural similarity (3.1)
and (3.2) is based on the similarity measurement be-
tween directed graph vertices proposed in the literature
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[1].

The formulation in [1] (the equation (1.2) on page 650),
uses the following updating equations for similarity ma-
trix:

Xk+1 = BXkAT + BT XkA, k = 0, 1, . . . (3.0)

where Xk is the nB × nA matrix of entries xij at itera-
tion k, and A and B are the adjacency matrices of GA

and GB respectively. It is proved in the literature [1]
that the normalized even and odd iterations of this up-
dating equation converge, and that the limit Zeven(1)
is among all possible limits the only one with largest
1-norm. This limit is taken as the similarity matrix.
By making use of the mentioned work, we define our
similarity formulation for ontology as follows.

Definition 2. (A measure of structural similarity for
ontology) Let A and B be the matrix representation of
ontologies OA and OB respectively. Let Ok represent
the similarity matrix of ontology entities within B to
ontology entities within A at iteration k, Sk represent
the similarity matrix of statements within B to state-
ments within A at iteration k, and EBA mean the simi-
larity matrix of the external entities of B to the external
entities of A. Suppose A, B and Xk (the structural sim-
ilarity matrix of B to A at iteration k) has the following
block form respectively .

A =




0 0 AES

0 0 AS

AE AOP 0


 ,

B =




0 0 BES

0 0 BS

BE BOP 0


 ,

Xk =




EBA

Ok

Sk




The updating equations for structural similarity matrix
are defined as follows:

Ok+1 = BSSkAT
S + BT

OP SkAOP (3.1)
Sk+1 = BEEBAAT

E + BT
ESEBAAES

+BOP OkAT
OP + BT

S OkAS (3.2)

If the limits of normalized even of iterations with O0 =
1 and S0 = 1 (we denote by 1 the vector or matrix
whose entries are all equal to 1) of this updating equa-
tions exist, we take the limit of Ok as the structural
similarity matrix of ontologies OB to OA.

Our formulation of structure similarity, (3.1) and (3.2),
differ from the one in [1] in three aspects: (i) We use
directed bipartite graph instead of directed graph, (ii)

ex2:Student

ex2:People

rdfs:subClassOf

ex2:OverseaStudent

rdfs:subClassOf

ex2:Teacher

rdfs:subClassOf

ex2:Other

rdfs:subClassOf

ex2:teach

rdfs:rangerdfs:domain

stB1

rdfs:subClassOf

stB2 stB3 stB4 stB5

rdfs:domain

stB6

rdfs:range

ex2:OverseaStudent ex2:Studentex2:Other ex2:People ex2:Teacher ex2:teach

Figure 3: The RDF graph (upper) and directed
bipartite graph (lower) of ontology OB

Nodes are classified in different categories, (iii) The sim-
ilarities between external entities are kept unchanged
during updating.

3.2 Structural Similarity Matrix by Example
Let OA be the ontology described in section 2, OB be
the ontology depicted in Fig. 3.

The similarity matrix EBA between external entities
used in OB and OA is set in advance as

rdfs : subClassOf
rdfs : domain

rdfs : range




1 0 0
0 1 0
0 0 1


 .

By using the updating equations (3.1) and (3.2), we get
the structural similarity matrix of OB to OA (after 12
iterations), as follows

supervise Supervisor Graduate Scholastics PhD Candidate

ex2 : teach
ex2 : Other
ex2 : People
ex2 : Student
ex2 : OsStudent
ex2 : Teacher

2666664
1 0 0 0 0
0 0.132 0.132 0 0.040
0 0.001 0.220 1 0
0 0.579 0.884 0.025 0.040
0 0.007 0.007 0 0.107
0 0.502 0.579 9.05E − 5 0.040

3777775 .

3.3 Refinement of Structural Similarity
For most cases, we can classify the entities described in
a given ontology as properties, classes, instances (indi-
viduals and data literals). In fact, this kind of classi-
fication is guaranteed to be success for OWL DL and
FOL subset of RDFS.

After successful classification, we can refine the matrix
representation form (MR) of ontology OA, in section 2,
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as follows:

AES =




AEPS

AECS

AEIS


 , AS =




APS

ACS

AIS


 ,

AE = (AEP , AEC , AEI),
AOP = (APOP , ACOP , AIOP ).

where AEPS , AECS and AEIS represent the connec-
tions from external properties, classes and individuals
to statements, respectively; APS , ACS and AIS rep-
resent the connections from internal properties, classes
and individuals to statements, respectively; AEP , AEC

and AEI represent the connections from statements to
external properties, classes and instances (including data
literals); APOP , ACOP and AIOP represent the connec-
tions from statements to internal properties, classes and
instances, respectively. As shown in above, we can also
make the refinement of ontology OB:

BES =




BEPS

BECS

BEIS


 , BS =




BPS

BCS

BIS


 ,

BE = (BEP , BEC , BEI),
BOP = (BPOP , BCOP , BIOP ).

The similarity matrix of external entities and the struc-
ture similarity matrix of ontologies have the diagonal
structure as follows:

EBA =




EPBA

ECBA

EIBA


 ,

Ok =




Pk

Ck

Ik


 .

where EPBA, ECBA and EIBA represent the similarity
matrices of external properties, classes and individu-
als, respectively; Pk, Ck and Ik represent the similarity
matrices of inner properties, classes and individuals, re-
spectively.

The updating equations for structural similarity matrix
are refined as follows:

Pk+1 = BPSSkAT
PS + BT

POP SkAPOP (3.3)
Ck+1 = BCSSkAT

CS + BT
COP SkACOP (3.4)

Ik+1 = BISSkAT
IS + BT

IOP SkAIOP (3.5)
Sk+1 = BT

EPSEPBAAEPS + BT
ECSECBAAECS

+BT
EISEIBAAEIS + BEP EPBAAT

EP

+BECECBAAT
EC + BEIEIBAAT

EI

+BPOP PkAT
POP + BCOP CkAT

COP

+BIOP IkAT
IOP + BT

PSPkAPS

+BT
CSCkACS + BT

ISIkAIS . (3.6)

Note: The refined formulation of structure similarity
has two advantages: (1) good computing performance
due to the matrix computation with blocks; (2) avoiding
the unnecessary computing of similarity between differ-
ent kinds of entities, e.g. the ones between classes and
properties.

4. IMPLEMENTATION
The graph matching for ontologies is implemented as an
important component of our tool for aligning ontology,
which is called Falcon-AO. In Falcon-AO v0.3, the input
mapping to GMO is a set of matched pairs generated by
another component, called LMO (A Linguistic Match-
ing for Ontologies). In this section, the implementation
of GMO is explained, followed by a brief introduction
of LMO.

4.1 Matching Process of GMO
Suppose the ontologies to be matched are denoted by
OA and OB. Given an initial mapping as input, by
applying GMO, additional matching pairs will be gen-
erated. The implemented process of GMO is outlined
as follows.

1. Parse OA and OB, and transform them to corre-
sponding RDF bipartite graphs.

2. Classify entities (including anonymous ones) inOA
and OB as classes, properties and instances.

3. Coordinate OA and OB using coordination rules
described in 4.2.

4. Determine external entities for OA and OB and
setup external similarity matrix. In our implemen-
tation, the external entities are made of two parts:
one includes built-in vocabularies of web ontology
language, datatypes, data literals and URIs used
in both OA and OB, and their similarity is pre-
assigned; the other is identified by the input map-
ping.

5. Setup matrix representation for OA and OB.

6. Initialize the similarity matrices Pk, Ck, Ik, Sk with
1 (we denote 1 the matrix whose entries are all
equal to 1, with corresponding rows and columns
suitable to the context).

7. Run the even steps of iterations with updating
equations (3.3)-(3.6) till some pre-defined conver-
gence precision is reached.

8. Find a one-one mapping by means of the similarity
matrices Pk, Ck and Ik.

9. Output additional matching pairs.

In the current implementation, the iteration times of
updating structural similarity matrix is set to 12, which
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is based on our primary experience. The finding of one-
to-one mapping is finished when an estimated low sim-
ilarity is reached.

4.2 Coordinating Ontologies with GMO
Ontologies to be matched may be represented differ-
ently, due to the heterogeneous ways in expressing se-
mantics and the inference capability brought from on-
tology languages. Therefore, it is necessary to coordi-
nate the two ontologies before mapping them.

Here, we outline several coordination rules, which are
implemented in GMO. These rules can be classified into
four categories presented as follows:

• Discarding: Some statements (triples) within an
ontology may become redundant and/or worth-
less for computing structural similarity. For exam-
ple, some typing statements such as (ex:A rdf:type
owl:Class) become redundant after we successfully
classify entities, and ontology header is worthless
to structural comparing. Some rules are designed
in GMO to discard such kinds of statements.

• Merging: Two entities could be stated to be same
or equivalent to each other, e.g. (ex:A owl:equival
entClass ex:B), then these entities should be merged
in the RDF bipartite graph. There are some coor-
dination rules to deal with this issue.

• Inference: In some situations, adding some inferred
triples to the RDF bipartite graph with some infer-
ence rules would be helpful to structural compar-
ing. For example, if there exist two triples, (ex:p
owl:inverseOf ex:q) and (ex:q rdfs:domain ex:A),
then, we could add one triple, (ex:p rdfs:range
ex:A), if there is no triple to state the range of
ex:p.

• List: To avoid heterogeneous in expressing a list
using rdf:List, a List rule is presented. All mem-
bers of a list are collected, and we use rdfs:member
property to express the relation between the list
and each of its members, instead of using RDF col-
lection vocabularies(rdf:first, rdf:rest and rdf:nil).

More coordination rules will be introduced in later ver-
sion of GMO. It is also worthy of note that there is a
tradeoff between the cost of inference and the quality
of mapping.

4.3 LMO – A Linguistic Matching for Ontolo-
gies

As is presented above, our GMO can be fed by an input
mapping. In Falcon-AO v0.3, the input mapping to
GMO is generated by LMO (A Linguistic Matching for
Ontologies).

LMO includes two parts, one is based on string com-
parison, and the other is based on VSM (Vector Space
Model). For string comparison, we use edit distance
approach to calculate similarities between entities. For
VSM, we treat the ontology entities (classes, proper-
ties and instances) as virtual documents. These virtual
documents are constructed as ”bags of terms” by using
entity names, labels and comments, as well as neigh-
bors’ names or labels. Then, we can use VSM to gain
the similarity matrix between entities. The details of
LMO are out of the scope of this paper.

LMO brings some effectiveness to Falcon-AO, as demon-
strated by the experimental results shown in section 5.2.

5. EXPERIMENTAL RESULTS
We have so far performed the GMO approach on OAEI
2005 benchmark test suite 1 and used standard informa-
tion retrieval metrics to assess the results of our tests:

Precision =
]correct found alignments

]found alignments
,

Recall =
]correct found alignments

]existing alignments
,

F−Measure =
2× Precision× Recall

Precision + Recall
.

5.1 Effect of GMO
We tested the effectiveness of GMO on OAEI 2005 bench-
mark test cases, by taking some percentage of standard
matched pairs as input mapping to GMO. The exper-
imental results are demonstrated in Fig.4 by average
precisions and recalls of all the test cases.

As shown below, with input matched pairs being fed
increasingly, the GMO can find more additional correct
matching pairs. The average precisions and recalls of
test case #101-304 are indicated in y-axis, and the per-
centages of matched pairs as input mapping are shown
in x-axis. It is worth noting that even with no input
mapping, GMO still performs well, and the overall av-
erage precision and recall are 0.62 and 0.59 respectively.

We have categorized all the test cases into four groups:
test case #101-104, #201-210, #221-266 and #301-304.
Their average F-Measure are shown in Fig.5.

The results of test case #101-104 and #201-210 demon-
strate that GMO is more suitable for those ontologies
with similar structure than others. For these two cate-
gories of test cases, GMO still performs very nice with-
out input mapping.

The weakness of GMO is also explicit. It performs not
so well when the ontologies to be matched have a great
1http://oaei.inrialpes.fr/2005/benchmarks/
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Figure 5: Average F-Measure of four categories

difference in structure (e.g. test case #221-266 and
#301-304). In such cases, more matched pairs should
provided as input.

5.2 Performance of Falcon-AO
The partial experiment results of our Falcon-AO are
presented in Table 1, and you will see that Falcon-AO
performs well for all these test cases.

The matched pairs generated by LMO are fed into GMO
as input. In this step, we must make a decision between
precision and effect, that is to say, the precision of input
matched pairs should be as high as possible, and as is
shown above, the amount will also affect the matching
effect. The details of the decision will be presented in
our experimental paper accompanied.

As can be seen from Table 1, our tool Falcon-AO works
very well for test case #101-104 and test case #201-

Table 1: The average performance on OAEI
2005 benchmark test suite

101-104 201-210 221-266 301-304 Total
Prec. 1.0 0.96 0.86 0.93 0.89
Reca. 1.0 0.95 0.82 0.81 0.85
F-M. 1.0 0.95 0.83 0.86 0.87

210, and performs pretty good for other two categories
of test cases.

6. RELATED WORK
Our presented work falls into the scope of similarity-
based approaches to ontology matching. Logic based
approach, e.g. Semantic Matching [5], and some others
are beyond the scope of this paper. Here we present
the closed-related work on similarity-based approaches.
Among them, QOM [3] has a distinguished feature in
efficiency with an emphasis on the alignment of RDFS
ontologies. Anchor-PROMPT (included in PROMPT
[12]) can produce new concept mapping by analyzing
similar paths between a set of anchor matches, which
are identified earlier (manually or automatically). OLA
[4] and ASCO [8] are dedicated to the alignment of
OWL ontologies (with an emphasis on OWL-Lite), and
try to use as much as possible all of the information
extracted from two given ontologies. In the literature
[14], semantic-neighborhood matching is combined with
word matching for class comparison. SF [10] is based on
the idea that elements of two distinct models are similar
when their adjacent elements are similar. The princi-
ple of our approach is similar to the basic idea of SF,
but with very different measurement. In general, with
these approaches and some others [9], entity features are
setup based on labeled graphs or RDF graphs, and en-
tity similarity is computed by counting feature-matches
based on Tversky’s contrast model [16], and then entity
mapping is established based on (aggregated) similar-
ities comparison and some specific heuristics rules (or
user’s interaction). Usually, those approaches mixed up
lexical similarity and structural similarity, and/or heav-
ily rely on lexical similarity to proceed with structural
comparison.

Compared with them, our presented GMO approach
uses bipartite graphs to represent web ontologies in-
stead of using labeled graph or RDF graph, and mea-
sures the structural similarity between graphs by a new
measurement. Our similarity model emphasizes the
structural similarity based on the connection similarity,
and does not depend on or mix up with lexical similar-
ity. In addition, GMO approach can make use of a set of
matched pairs found previously by other approaches. In
fact, our similarity model also makes use of connections
to ”external” entities as well as matches between ”ex-
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ternal” entities identified earlier automatically or man-
ually. This idea is similar to Anchor-PROMPT, but the
method of similarity computing is very different. Fur-
thermore, our work is targeted to web ontologies, in-
cluding RDFS and OWL. Currently, with an emphasis
on FOL subset of RDFS and OWL Lite.

The experimental results reported on EON Ontology
Alignment Contest [15] also show that those reported
ontology alignment tools rely heavily on lexical similar-
ity between labels of nodes (node identifier, rdfs:label,
and rdfs:comment). For the five tests with test num-
ber 201, 202, 204, 205 and 206, where property and
class names were disturbed, the average f-measure of
these tools is 0.61. When there is very little similarity
found from lexical analysis, some tools will fail to pro-
ceed with structural comparison effectively. Our exper-
imental results, as in Fig.5, show that GMO works very
well for test #201-210 with average F-Measure more
than 0.95, though some improvement is needed to en-
hance the overall effectiveness of GMO.

7. CONCLUSION
The GMO approach (a Graph Matching for Ontologies)
presented in this paper has two distinguished features
from early works as follows:

(i) It uses bipartite graphs to represent ontologies in-
stead of using labeled graph or RDF graph. The
bipartite graph model can reveal the real structure
of web ontologies to be compared.

(ii) A new measure of structural similarity for web on-
tology. This measure will play an important role
in ontology matching, especially when lexical sim-
ilarity could not be gained.

Our GMO approach has been implemented in our ontol-
ogy matchers. The experimental results demonstrated
the feasibility and the effectiveness of GMO. As illus-
trated in Section 5, GMO is irreplaceable when there is
little gain from lexical comparison. In addition, GMO-
based matcher can be integrated with other matchers.
Therefore, GMO is also a complement to other related
work in the area of ontology matching.

As we pointed out in Section 3, ontologies should be co-
ordinated before comparison due to the heterogeneous
ways in expressing semantics and the inference capa-
bility brought from ontology languages. However, it is
not easy to select appropriate coordination rules due
to the tradeoff between the cost of inference and the
quality of mapping. Another issue is the interaction
between similarities at conceptual layer and instance
layer. In current stage of our implementation, we sep-
arate these two layers, and use matches at conceptual
layer as inputs to compute similarities at instance layer.

In the case of comparing instance-intensive ontologies,
machine learning (e.g. GLUE [2]) is a promising ap-
proach to make use of instance information in aligning
classes or properties.

As part of future research, we are going to improve the
GMO approach and related algorithms in some aspects,
e.g. coordination issue and layers issue. We plan to
integrate GMO with techniques in machine learning and
natural language processing to realize more powerful
ontology matchers.
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ABSTRACT 
Ontology mapping negotiation aims to achieve consensus 
among real-world entities about the process of transforming 
information between different models (ontologies). This 
paper describes a novel approach for ontology mapping 
negotiation, in which agents representing the real-world 
entities are able to achieve consensus among agents, about 
the mapping rules defined between two different ontolo-
gies. The proposed approach is based on utility functions 
that evaluate the confidence in a certain mapping rule. Ac-
cording to the confidence value, the mapping rule is ac-
cepted, rejected or negotiated. Since the negotiation proc-
ess requires relaxation of the confidence value, a meta-
utility function is applied, evaluating the effort made in 
relaxing (increasing) the confidence value, so that the map-
ping rule might be accepted. This convergence value is 
further applied by each agent in the evaluation of the global 
agreement. 

Categories and Subject Descriptors 
I.2.4 Knowledge Representation Formalisms and Methods 
– representation languages, semantic networks. 

H.3.5 - Online Information Services - Data sharing. 

Keywords 
Ontology, ontology mapping, negotiation. 

INTRODUCTION 
The ontology mapping process aims to define a mapping 
between a source and target ontology ( : s tO O→M� ). This 
mapping is composed of a set of semantic bridges (map-
ping rules) and their inter-relations. In our particular case, 
the mapping and its semantic bridges are defined and re-
spect the SBO - Semantic Bridging Ontology [1]. Each 
semantic bridge describes the semantic relation between a 
set of entities (concepts or properties) of the source ontol-
ogy and a set of entities of the target ontology. This de-
scription is further applied in transforming instances of the 

entities of the source ontology into instances of the entities 
of the target ontology. According to the required transfor-
mation, different transformation Services are applied in the 
semantic bridge. The discovery and specification of the 
semantic bridges are performed respectively by the Similar-
ity Measuring and Semantic Bridging phases of the 
MAFRA – MApping FRAmework [1] (Figure 1). 
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Figure 1. The MApping FRAmework 

However, the semantic bridges resulting from these phases 
represent the perspective of an agent on the semantic rela-
tions defined between the entities of two ontologies. Due to 
the intrinsic subjective nature of the ontologies, different 
agents might have (and usually do have) different perspec-
tives on the same mapping scenario. This leads to conflicts 
when interoperability occurs between such agents. A con-
sensus building mechanism is required to overcome these 
conflicts. This mechanism corresponds to the Cooperative 
Consensus Building module of MAFRA [1]. 

The user-based process is naturally applied in offline se-
mantic bridging scenarios, i.e. when the semantic bridging 
phase is carried out and proofed by human domain experts, 
prior to any data exchange phase. Yet, in scenarios where 
online semantic bridging is required, an automatic consen-
sus building mechanism is necessary, in order to supply the 
necessary consensus and speed up the interoperability proc-
ess. Applications in context of the semantic web, informa-
tion retrieval, web services, e-commerce and e-business, 
are application scenarios where ontology mapping and 
online semantic bridging are highly recommended. 

 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior spe-
cific permission and/or a fee. 
K-CAP’05, October 2-5, 2005, Banff, Canada. 
Copyright 2005 ACM 1-58113-000-0/00/0000…$5.00 

54



This paper addresses the problem of the automatic consen-
sus building among two agents about an ontology mapping. 
The proposed mechanism, named ontology mapping nego-
tiation, is based on the relaxation of the agents’ goals. 

The rest of this paper runs as follows: the next section pre-
sents the state of the art on the subject and related fields. 
The third section defines and constraints the ontology map-
ping negotiation problem according to the characterization 
of other types of negotiation. The fourth section takes into 
account the general notion of negotiation and introduces 
the conceptual approach to the problem. The fifth section 
describes the so called service-oriented architecture, envis-
aged as potential approach to the problem, namely the se-
mantic bridging competencies already developed. The sixth 
and seventh sections describe the proposed solution. Fi-
nally, the conclusions section gives an overview of the pro-
posed solution and emphasizes the major contributions of 
the paper. 

STATE OF THE ART 
Basically there is no research on the topic of ontology map-
ping negotiation. Instead, long run research exists in the 
general topic of negotiation, but it is fundamentally con-
cerned with electronic commerce and resource allocation, 
which is poorly related to this problem. Some ontology-
based negotiation research is running [2;3], but this is re-
lated to the application of ontologies in the traditional re-
search areas of resource allocation or e-commerce. Sup-
porting this premise, it has be noticed that in two of the 
most specific and relevant research events in the subject, 
MCN’2004 (Meaning Coordination and Negotiation Work-
shop at ISWC-2004) and MeaN’2002 (Meaning Negotia-
tion Workshop at AAAI-02), while many research papers 
on ontology coordination (mapping) have been presented, 
none has been presented about ontology negotiation. 

While resource allocation and e-commerce research field 
may contribute to the negotiation of ontology mappings, no 
research exists about the specific characteristics of the ne-
gotiation of ontology mappings. In particular, it is neces-
sary to determine and characterize the variables of the ne-
gotiation [4;5]: 
• Number and type of the negotiation entities. 
• Object of the negotiation (single/multi-object, unique-

ness, granularity). 
• Domain of the negotiation (single/multi-attribute). 
• Characteristics and constraints of the negotiation proc-

ess (visibility, honesty, mechanisms, information, strat-
egy).  

The definition and characterization of the negotiation con-
text is the subject of the next section. 

DEFINITION OF THE PROBLEM 
Any negotiation process aims to achieve a consensus that, 
explicitly or implicitly, corresponds to a commonly agreed 
contract between two entities. 

While the contract is the goal of the negotiation, its content 
is subject to change during the negotiation and, in the end, 
it might not be the best possible contract for any of the 
agents. I.e., the optimal contract, defined by each of the 
agents, might not be achieved. Besides, it is good enough 
and advantageous to both agents so that it can be accepted 
by them. However, the optimal contract is a function that 
might not be explicitly or implicit defined by any of the 
agents. This is normally the case in ontology mapping, es-
pecially due to: 
• The differences between both ontologies. 
• The subjective nature of both ontologies. 
• The goal and requirements of the interoperability. 

In the context of this project, the real-world agents are rep-
resented by artificial agents that act on behalf of the real-
word agents during the negotiation. Considering that the 
real world agents (and therefore the artificial agents too) 
most probably have different perspectives on the ontology 
mapping scenario, one of the major questions is how to 
supply to the (artificial) agents the capability to converge 
on a consensus. 

As in any negotiation process, the ontology mapping nego-
tiation problem is mainly characterized by the type of ob-
ject to negotiate. According to the developed semantic 
bridging phase [6;7], several types of objects might be con-
sidered: 
• The mapping (M ), when the whole specification is 

subject of negotiation. 
• The semantic bridges, when each of the semantic 

bridges composing the mapping are subject of negotia-
tion. 

• Parameters of the semantic bridges (e.g. the set of re-
lated entities). 

However the more elements are subject of negotiation, the 
longer and more difficult it is to achieve a consensus 
among agents. Notice that a coarse grained negotiation 
(upon the mapping) is very fast, but a consensus is very 
hard to achieve, due to the lack of relaxation parameters. 
On the other hand, a fine grained negotiation (on the se-
mantic bridges parameters) is easier to achieve, but it might 
be too long and therefore unfeasible. 

Another important dimension to consider is the value asso-
ciated to the object of negotiation. In the ontology mapping 
negotiation scenario, the value of the object is a function 
relating to the: 
• Correctness of the object, either the correction of the 

mapping, of the semantic bridges or of their parameters. 
• Pertinence of the object in respect to its envisaged ap-

plication. 

55



Other dimensions are also relevant for the negotiation proc-
ess, but in order to reduce the negotiation space, the follow-
ing constraints have been decided and stated: 
• The negotiation always occurs between two honest, 

non-bluffing agents. 
• The ontology mapping to agree on is unidirectional, 

which means that for a bi-directional conversation, two 
ontology mapping negotiation processes are required. 

• The negotiation objects are the semantic bridges only. It 
means that no internal parameter of the semantic bridge 
is independently negotiable. 

HYPOTHESIS 
The proposed negotiation process bases on the idea that 
each entity is able to derive the correct semantic bridges 
and decide which semantic bridges are required in order to 
interoperate with the other entity. 

The suggested approach aims to further exploit the multi-
dimensional service-oriented architecture adopted in the 
semi-automatic semantic bridging process described and 
introduced in [6]. 

As referred previously, one of the major problems faced in 
negotiation scenarios relates to the difficulty in determining 
and supplying convergence mechanisms to the agents. In 
that respect, it is important to analyse the notion of negotia-
tion. 

Negotiation suggests the need for relaxation of the goals to 
be achieved by one (or both) of the intervenients in the 
negotiation, so that both achieve an acceptable contract, 
and an as good as possible one. 

This introduces two distinct concepts: 
• The goals of the negotiation (the features of the contract 

to achieve). 
• The possibilities of relaxing the goals. 

Mathematically, these concepts might be represented re-
spectively as: 
• A utility function ( u ), representing the overall goal of 

the negotiation of the semantic bridge, in which each 
parameter of the function is a sub-goal of the negotia-
tion: 

1 2 nu(p ,p ,..., p )  

• A meta-utility function ( U ) of the parameters of the 
utility function, defining the conditions in which the pa-
rameters may vary: 

1 2 nU(p , p ,..., p )  

Since the parameters of the utility function are the basic 
concept of this approach, it is fundamental to identify the 
possible elements that might play this role in the ontology 
mapping negotiation process. 

It is our conviction that this role might be played by the 
same parameters that contribute to determine the correct-

ness and completeness of the semantic bridges in the se-
mantic bridging phase. 

SERVICE-ORIENTED ARCHITECTURE 
In scope of the semantic bridging phase, this role is played 
by the Matches, which are the outcome of the similarity 
measurement phase. Matches represent the confidence that 
specific and specialized algorithms, called Matchers (e.g. 
Resnik, H-Match, MOMIS), have concerning the semantic 
similarity of two entities (one from the source ontology and 
the other from the target ontology). A match corresponds 
therefore to the following tuple: 

( ): , , , : ,s t s s t tmatch Matcher Confidence O O= ∈ ∈E E E E The
se matches are then grouped together by Services into seman-
tic bridges. Since each semantic bridge associates one single 

Service that determines most of the characteristics of the 
semantic bridge, Services are perceived as the decision mak-
ers of the semantic bridging phase. Among others, Services 

define: 
• The matchers whose matches are considered for evalua-

tion of the Service confidence in the semantic bridge. 
• The matches threshold ( matcht ), below which the 

matches are not considered. 
• The confidence evaluation function ( u ) that evaluates 

the Service confidence in the semantic bridge ( sbc ). 
• The Service confidence threshold ( rt ), below which the 

semantic bridge is rejected. 

Table 1 represents the definition of these previous parame-
ters for three Services. 

Table 1. Some services parameterization 

Service Matches matcht  u  rt  

Resnik-like 0.7 
CopyInstance

H-Match 0.7 
uci 0,6

Resnik-like 0.5 
CopyRelations

H-Match 0.7 
ucr 0,67

Resnik-like 0.8 
CopyAttribute

MOMIS-like 0.8 
uca 0,85

In case the evaluate confidence value ( sbc ) is above the 
respective threshold rt , the semantic bridge is proposed to 
the user by the Service. Otherwise, the semantic bridge is 
rejected. 

Extrapolating this approach to other phases of the ontology 
mapping process, the service-oriented architecture gives 
rise to the so called multi-dimensional service-oriented 
architecture [6] (Figure 2). In this architecture, Services 
provide specific functionalities to each phase of the proc-
ess, thus contributing decisively to more tasks of the proc-
ess than simply in transforming source instances into target 
instances. Services are then perceived as competent and 
decision makers in multiple phases of the process. 
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SERVICE-ORIENTED NEGOTIATION  
The confidence evaluation function introduced above, gen-
erically referred to as utility function ( u ) plays a major 
role in the negotiation process. In fact, the proposed nego-
tiation process suggests applying the confidence evaluation 
function as the utility function introduced in the hypothesis. 

Reusing the utility function reduces the efforts of Services 
parameterization and customization, two very human de-
manding tasks. However, it is our proposal to distinguish 
the semantic bridging from the negotiation phase, i.e. both 
phases occur consecutively. First, each agent performs its 
own semantic bridging process, generating a valid and 
meaningful mapping. After that, the set of semantic bridges 
composing the mapping are subject to negotiation between 
both agents. 

The confidence value evaluated for each semantic bridge 
( sbc ) is then used as the negotiation value of the semantic 
bridge, corresponding to the agent confidence in proposing 
the semantic bridge to the other agent. 

Several situations might occur when negotiating a specific 
semantic bridge: 
• Both agents propose the semantic bridge. 
• Only one of the agents proposes the semantic bridge. 

In case last situation occurs, one of two situations occurs: 
• The other agent relaxes the confidence value and ac-

cepts the semantic bridge. 
• The other agent cannot relax the confidence value and 

rejects the semantic bridge. 

In case last situation occurs, one of two situations occurs: 
• The agent proposing the semantic bridge cannot accept 

the rejection. In this case, the proposed semantic bridge 
is considered mandatory. 

• The agent proposing the semantic bridge can accept the 
rejection. 

Since the goal of the process is to negotiate, it is important 
to provide the mechanisms so that the agents are able to 
propose, reject and revise their perspective on the semantic 
bridges. In fact, throughout the negotiation, it is important 
that agents relax their sub-goals in favour of a larger and 
wider goal. In this sense, the agent should not decide a 
piori on the acceptance/rejection of the semantic bridge. 
Instead, it should admit that certain semantic bridges are 
neither accepted nor rejected: they are negotiable. 

Consequently, it is necessary to define confidence catego-
ries, so that the agent can judge the semantic bridge perti-
nence to the mapping and to the interoperability. As a con-
sequence, the rejection threshold borderline ( rt ) is insuffi-
cient and should be replaced by a multi-threshold approach: 
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• Mandatory threshold ( mt ) that determines the utility 
function value above which it is fundamental that the 
semantic bridge is accepted by the other agent. 

• Proposition threshold ( pt ), above which the semantic 
bridge is proposed to the other agent. 

• Negotiation threshold ( nt ), above which the semantic 
bridge is negotiable. 

Therefore, five distinct categories of semantic bridges are 
defined according to the confidence value and the previ-
ously identified thresholds (Figure 3): 
• Rejected semantic bridges are those that sb rc t< . Re-

jected semantic bridges are not even proposed to the 
user. 

• Non-negotiable semantic bridges are those that 
r sb nt c t≤ < . These semantic bridges are proposed to 

the user but unless he/she changes explicitly its cate-
gory, they are not negotiated. 

• Negotiable semantic bridges ( nSB ) are those that 
n sb pt c t≤ < . It means that the agent confidence in the 

semantic bridge is sufficient to consider relaxing sbc , 
but not enough to propose it to the other entity. In suc-
cessful relaxing cases, the semantic bridge might be ac-
cepted. 

• Proposed semantic bridges ( pSB ) are those that 
p sb mt c t≤ < . It means the agent is confident enough 

upon the semantic bridge so that it proposes it to the 
other agent. 

• Mandatory semantic bridges ( mSB ) are those that 
sb mc t≥ . The agent is so confident of the pertinence and 

correctness of this semantic bridge, that the semantic 
bridge may not be rejected by the other agent. 

It is therefore necessary to provide the mechanisms, so that 
the agent is able to revise its perception of the negotiable 
semantic bridges. These mechanisms should be embodied 
in the meta-utility function, as defined in the hypothesis, 
but not yet contemplated in the applied service-oriented 
approach of the semantic bridging phase. 

The meta-utility function ( U ) is responsible for the defini-
tion of: 
• The parameters variation possibilities. 
• The priorities over parameters variation. 

• The conditions under which the variation may take 
place. 

Through these elements, an updated confidence value is 
evaluated ( u

sbc ) for the negotiable semantic bridges that 
were proposed by the other agent. If u

sb ac t≥ , the negotia-
ble semantic bridge is categorized as tentatively agreed 
( tSB ). Tentatively agreed semantic bridges are subject of a 
definitive decision phase. 

Since the meta-utility function determines priorities and 
conditions for the variation of the parameters, it is possible 
that, for some variations, u

sb ac t< . It is therefore necessary 
to iterate across the different variation possibilities, follow-
ing the defined priorities and conditions. In case it is im-
possible to evaluate u

sb ac t≥ , the semantic bridge is not re-
categorized and is therefore rejected. 

The effort made by the agent to re-categorize a semantic 
bridge to tSB  varies according to the priorities conditions 
and values of the parameters. The meta-utility function is 
also responsible for the evaluation of this effort, named 
convergence effort ( sbe ). This convergence effort value is 
further applied in the definitive agreement phase, as de-
scribed in the next section. 

NEGOTIATION PROCESS 
The negotiation process described in this section exploits 
the service-oriented elements introduced in previous sec-
tions. The main idea behind the proposed negotiation proc-
ess is that each agent must maximize the number of pro-
posed semantic bridges ( pSB ) that are agreed to by the 
other agent. 

The negotiation runs in two consecutive phases (Figure 4). 
The first one intends to build a consensus on mandatory 
semantic bridges ( mSB ). The second intends to build a con-
sensus on the proposed semantic bridges ( pSB ). 

In the first phase, each agent proposes every m msb SB∈  to 
the other agent. If one msb is not accepted by the other 
agent, the negotiation is closed without a consensus. 

In the second phase, each agent proposes every 
p psb SB∈ (not yet negotiated) to the other agent. Three 

situations may occur: 

u(p1,p2, …,pn)
0 1tn tm

rejected proposednegotiable

tr

not negotiable

tp

mandatory

 confidence value  
Figure 3. Categorization of semantic bridges according to the utility function and thresholds 
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1. The semantic bridge is also proposed by the other 
agent, thus categorized as agreed semantic bridge 
( aSB ). This situation is represented in Figure 4 by the 

2sb  semantic bridge. 
2. The semantic bridge is rejected by the other agent, and 

is therefore rejected ( 6sb ). 
3. The semantic bridge is negotiable by the other agent, 

therefore categorized as tentatively agreed ( tSB ). This 
is the case of 1sb  and 7sb  semantic bridges. 

When both entities categorize certain semantic bridge as 
negotiable, it is suggested that they forward the decision on 
a potential agreement to the user ( 3sb  semantic bridge). 

The semantic bridges included in the third situation are 
subject to a definitive agreement phase in order to ensure 
that the proposed agreement is advantageous for both 
agents. The problem consists in deciding if the achieved 
agreement is globally advantageous (mapping granularity) 
and not only locally advantageous (semantic bridge granu-
larity). 

The problem arises due to the convergence efforts made 
during the negotiation process. For every nsb SB∈  re-
categorized as tSB a convergence effort has been evaluated 
by the meta-utility function ( sbe ). Convergence efforts 
should be considered inconvenient to the agent and treated 
as a loss. Instead, the agreement upon the same semantic 
bridge provided some profit for the agent when it is re-

categorized. This profit is denoted by the confidence value 
( sbc ). In that sense, the balance between profits and losses 
is a function such: 

: t
sb sbbalance c e sb SB= − ∈∑ ∑  

Depending on the balance value the entity decides to agree 
on the negotiation agreement or to propose a revision of the 
mapping. 

The balance value ultimately depends on the evaluation of 
the convergence effort made by the meta-utility function. In 
its simplest evaluation form, the convergence effort may 
correspond to the difference between u

sbc  and sbc  (i.e. 
u

sb sb sbe c c= − ). 

However, the convergence effort should not be a linear 
measure between these two values. In fact, the linear dif-
ference between u

sbc  and sbc  it is typically too small in 
comparison to the values of sbc . As a consequence, the 
balance value would be constantly positive. 

A potential solution is the evaluation of the convergence 
effort using an exponential function defined under the pa-
rameters variation of the meta-utility function. Such expo-
nential function would be helpful in taking into account the 
distinct efforts made in varying the different parameters in 
the meta-utility function. Instead, the difficulties in config-
uring and customizing the meta-utility function would be a 
considerable inconvenient. 

5sb

Agent 1 Agent 2
4sb

7sb

3sb

6sb

1sb
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4sb
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Figure 4. Semantic bridges negotiation process 
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CONCLUSIONS 
The Multi-dimensional Service-Oriented Architecture ad-
vocates that ontology mapping system capabilities and its 
supported semantic relations are ultimately dependent on 
the type of transformations allowed/available in the system. 
Services represent the transformation capabilities in SBO, 
in semantic bridging and in the execution system, but the 
proposed architecture suggests that their capabilities should 
be expanded to support the requirements of other phases of 
the process. Services embody useful and eventually funda-
mental competencies for distinct phases of the process, 
which were originally an exclusive competence of the do-
main expert. Yet, instead of a monolithic structure repre-
senting such knowledge, multiple independent and dynami-
cally evolving modules are used. However, these modules, 
instead of adopting a task-oriented structure, are orthogonal 
to multiple phases of the ontology mapping process, pro-
viding different functionalities depending on the requesting 
phase. 

The service-oriented negotiation process introduced in this 
paper exploits such architecture. Services are empowered 
with competencies to negotiate the agreement on semantic 
bridges previously generated by the same Services. Ser-
vices are able to revise their perspectives on the previously 
categorized semantic bridges, providing therefore the abil-
ity to relax their requirements in order to agree on a seman-
tic bridge. 

Consequently, it is our conviction that this paper will con-
tribute with a set of novelties to the ontology engineering 
research area: 
• The conceptualization of the ontology mapping negotia-

tion problem based on the utility and meta-utility func-
tions. 

• The identification of matches as parameters of these 
functions. 

• The service-oriented negotiation process based on the 
categorization of semantic bridges. 

While the negotiation process is relatively simple and the 
utility functions have already been developed from the se-
mantic bridging process, the major effort consists in con-
figuring and customizing the meta-utility function. Never-
theless, tests are being carried out in parallel with customi-
zation, so that effective results are expected in the near 
future. 
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The increasing number of methods available for schema
matching/ontology integration suggests the need to establish
a consensus for evaluation of these methods.
The Ontology Alignment Evaluation Initiative1 is now a co-
ordinated international initiative that has been set up for or-
ganising evaluation of ontology matching algorithms.
After the two events organized in 2004 (namely, the Infor-
mation Interpretation and Integration Conference (I3CON)
and the EON Ontology Alignment Contest [4]), this year
one unique evaluation campaign is organised. Its outcome
is presented at the Workshop on Integrating Ontologies held
in conjunction with K-CAP 2005 at Banff (Canada) on Oc-
tober 2, 2005.
Since last year, we have set up a web site, improved the soft-
ware on which the tests can be evaluated and set up some
precise guidelines for running these tests. We have taken
into account last year’s remarks by (1) adding more coverage
to the benchmarck suite and (2) elaborating two real world
test cases (as well as addressing other technical comments).
This paper serves as a presentation to the 2005 evaluation
campaign and introduction to the results provided in the fol-
lowing papers.

1. GOALS
Last year events demonstrated that it is possible to evaluate
ontology alignment tools.

One intermediate goal of this year is to take into account the
comments from last year contests. In particular, we aimed
at improving the tests by widening their scope and variety.
Benchmark tests are more complete (and harder) than be-
fore. Newly introduced tracks are more ’real-world’ and of
a considerable size.
1http://oaei.inrialpes.fr

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
K-CAP’05, Integrating ontologies workshop, October 2, 2005, Banff, Al-
berta, Canada.

The main goal of the Ontology Alignment Evaluation is to
be able to compare systems and algorithms on the same basis
and to allow drawing conclusions about the best strategies.
Our ambition is that from such challenges, the tool develop-
ers can learn and improve their systems.

2. GENERAL METHODOLOGY
We present below the general methodology for the 2005
campaign. In this we took into account many of the com-
ments made during the previous campaign.

2.1 Alignment problems
This year’s campaign consists of three parts: it features two
real world blind tests (anatomy and directory) in addition
to the systematic benchmark test suite. By blind tests it is
meant that the result expected from the test is not known in
advance by the participants. The evaluation organisers pro-
vide the participants with the pairs of ontologies to align as
well as (in the case of the systematic benchmark suite only)
expected results. The ontologies are described in OWL-
DL and serialized in the RDF/XML format. The expected
alignments are provided in a standard format expressed in
RDF/XML [2].

Like for last year’s EON contest, a systematic benchmark
series has been produced. The goal of this benchmark series
is to identify the areas in which each alignment algorithm
is strong and weak. The test is based on one particular on-
tology dedicated to the very narrow domain of bibliography
and a number of alternative ontologies of the same domain
for which alignments are provided.

The directory real world case consists of alignming web sites
directory (like open directory or Yahoo’s). It is more than
two thousand elementary tests.

The anatomy real world case covers the domain of body
anatomy and consists of two ontologies with an approximate
size of several 10k classes and several dozen of relations.

The evaluation has been processed in three successive steps.

2.2 Preparatory phase
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The ontologies and alignments of the evaluation have been
provided in advance during the period between June 1st and
July 1st. This was the occasion for potential participants to
send observations, bug corrections, remarks and other test
cases to the organizers. The goal of this primary period is to
be sure that the delivered tests make sense to the participants.
The feedback is important, so all participants should not hes-
itate to provide it. The final test base has been released on
July 4th. The tests did only change after this period for en-
suring a better and easier participation.

2.3 Execution phase
During the execution phase the participants have used their
algorithms to automatically match the ontologies of both
part. The participants were required to only use one algo-
rithm and the same set of parameters for all tests. Of course,
it is regular to select the set of parameters that provide the
best results. Beside the parameters the input of the algo-
rithms must be the two provided ontology to align and any
general purpose resource available to everyone (that is no
resourse especially designed for the test). In particular, the
participants should not use the data (ontologies and results)
from other test sets to help their algorithm.

The participants have provided their alignment for each test
in the Alignment format and a paper describing their re-
sults2.

In an attempt to validate independently the results, they were
required to provide a link to their program and parameter set
used for obtaining the results.

2.4 Evaluation phase
The organizers have evaluated the results of the algorithms
used by the participants and provided comparisons on the
basis of the provided alignments.

In the case of the real world ontologies only the organiz-
ers will do the evaluation with regard to the withheld align-
ments.

The standard evaluation measures are precision and recall
computed against the reference alignments. For the matter
of aggregation of the measures we have computed a true
global precision and recall (not a mere average). We have
also computed precision/recall graphs for some of the par-
ticipants (see below).

Finally, in an experimental way, we will attempt this year at
reproducing the results provided by participants (validation).

3. COMMENTS ON THE EXECUTION
We had more participants than last year’s event and it is eas-
ier to run these tests (qualitatively we had less comments and
the results were easier to analyse). We summarize the list of
participants in Table 1. As can be seen, not all participants
2Andreas Hess from the UCDublin has not been able to provide a
paper in due time. Description of his system can be found in [3]

provided results for all the tests and not all system were cor-
rectly validated. However, when the tests are straightforward
to process (benchmarks and directory), participants provided
results. The main problems with the anatomy test was its
size. We also mentioned the kind of results sent by each
participant (relations and confidence).

We note that the time devoted for performing these tests
(three months) and the period allocated for that (summer)
is relatively short and does not really allow the participants
to analyse their results and improve their algorithms. On the
one hand, this prevents having algorithms really tuned for
the contests, on the other hand, this can be frustrating for the
participants. We should try to allow more time for partici-
pating next time.

Complete results are provided on
http://oaei.inrialpes.fr/2005/results/. These are the only
official results (the results presented here are only partial
and prone to correction). The summary of results track by
track is provided below.

4. BENCHMARK
The benchmark test case improved on last year’s base by
providing new variations of the reference ontology (last year
the test contained 19 individual tests while this year it con-
tains 53 tests). These new tests are supposed to be more dif-
ficult. The other improvement was the introduction of other
evaluation metrics (real global precision and recall as well
as the generation of precision-recall graphs).

4.1 Test set
The systematic benchmark test set is built around one ref-
erence ontology and many variations of it. The participants
have to match this reference ontology with the variations.
These variations are focussing the characterisation of the be-
haviour of the tools rather than having them compete on real-
life problems. The ontologies are described in OWL-DL and
serialized in the RDF/XML format.

Since the goal of these tests is to offer some kind of perma-
nent benchmarks to be used by many, the test is an extension
of last year EON Ontology Alignment Contest. Test number-
ing (almost) fully preserves the numbering of the first EON
contest.

The reference ontology is based on the one of the first EON
Ontology Alignment Contest. It is improved by comprising
a number of circular relations that were missing from the
first test. The domain of this first test is Bibliographic ref-
erences. It is, of course, based on a subjective view of what
must be a bibliographic ontology. There can be many dif-
ferent classifications of publications (based on area, quality,
etc.). We choose the one common among scholars based on
mean of publications; as many ontologies below (tests #301-
304), it is reminiscent to BibTeX.

The reference ontology is that of test #101. It contains 33
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Name System Benchmarks Directory Anatomy Validated Relations Confidence
U. Karlsruhe FOAM

√ √
= cont

U. Montréal/INRIA OLA
√ √ √

= cont
IRST Trento CtxMatch 2

√ √
=, ≤ 1.

U. Southampton CMS
√ √ √

= 1.
Southeast U. Nanjin Falcon

√ √ √ √
= 1.

UC. Dublin ?
√ √

= cont
CNR/Pisa OMAP

√ √
= 1.

Table 1: Participants and the state of the state of their submissions. Confidence is given as 1/0 or continuous values.

named classes, 24 object properties, 40 data properties, 56
named individuals and 20 anonymous individuals.

The reference ontology is put in the context of the se-
mantic web by using other external resources for ex-
pressing non bibliographic information. It takes advan-
tage of FOAF (http://xmlns.com/foaf/0.1/) and iCalendar
(http://www.w3.org/2002/12/cal/) for expressing the People,
Organization and Event concepts. Here are the external ref-
erence used:

– http://www.w3.org/2002/12/cal/#:Vevent (defined in
http://www.w3.org/2002/12/cal/ical.n3 and suppos-
edly in http://www.w3.org/2002/12/cal/ical.rdf)

– http://xmlns.com/foaf/0.1/#:Person (defined in
http://xmlns.com/foaf/0.1/index.rdf)

– http://xmlns.com/foaf/0.1/#:Organization (defined in
http://xmlns.com/foaf/0.1/index.rdf)

This reference ontology is a bit limited in the sense that it
does not contain attachement to several classes.

Similarly the kind of proposed alignments is still limited:
they only match named classes and properties, they mostly
use the "=" relation with confidence of 1.

There are still three group of tests in this benchmark:

– simple tests (1xx) such as comparing the reference on-
tology with itself, with another irrelevant ontology (the
wine ontology used in the OWL primer) or the same
ontology in its restriction to OWL-Lite;

– systematic tests (2xx) that were obtained by discarding
some features of the reference ontology. The consid-
ered features were (names, comments, hierarchy, in-
stances, relations, restrictions, etc.). The tests are sys-
tematically generated to as to start from some refer-
ence ontology and discarding a number of information
in order to evaluate how the algorithm behave when
this information is lacking. These tests were largely
improved from last year by combining all feature dis-
carding.

– four real-life ontologies of bibliographic references
(3xx) that were found on the web and left mostly

untouched (they were added xmlns and xml:base at-
tributes).

Table 5 summarize what has been retracted from the refer-
ence ontology in the systematic tests. There are here 6 cate-
gories of alteration:

Name Name of entities that can be replaced by (R/N) ran-
dom strings, (S)ynonyms, (N)ame with different con-
ventions, (F) strings in another language than english.

Comments Comments can be (N) suppressed or (F) trans-
lated in another language.

Specialization Hierarchy can be (N) suppressed,
(E)xpansed or (F)lattened.

Instances can be (N) suppressed
Properties can be (N) suppressed or (R) having the restric-

tions on classes discarded.
Classes can be (E)xpanded, i.e., relaced by several classes

or (F)latened.

4.2 Results
Table 2 provide the consolidated results, by groups of tests.
Table 6 contain the full results.

We display the results of participants as well as those
given by some very simple edit distance algorithm on labels
(edna). The computed values here are real precision and re-
call and not a simple average of precision and recall. This is
more accurate than what has been computed last year.

As can be seen, the 1xx tests are relatively easy for most of
the participants. The 2xx tests are more difficult in general
while 3xx tests are not significantly more difficult than 2xx
for most participants. The real interesting results is that there
are significant differences across algorithms within the 2xx
test series. Most of the best algorithms were combining dif-
ferent ways of finding the correspondence. Each of them is
able to perform quite well on some tests with some meth-
ods. So the key issue seems to have been the combination of
different methods (as described by the papers).

One algorithm, Falcon, seems largely dominant. But a group
of other algorithms (Dublin, OLA, FOAM) are computing
against each other. While the CMS and CtxMatch currently
perform at a lower rate. Concerning these algorithm, CMS
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algo edna falcon foam ctxMatch2-1 dublin20 cms omap ola
test Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.
1xx 0.96 1.00 1.00 1.00 0.98 0.65 0.10 0.34 1.00 0.99 0.74 0.20 0.96 1.00 1.00 1.00
2xx 0.41 0.56 0.90 0.89 0.89 0.69 0.08 0.23 0.94 0.71 0.81 0.18 0.31 0.68 0.80 0.73
3xx 0.47 0.82 0.93 0.83 0.92 0.69 0.08 0.22 0.67 0.60 0.93 0.18 0.93 0.65 0.50 0.48

H-means 0.45 0.61 0.91 0.89 0.90 0.69 0.08 0.24 0.92 0.72 0.81 0.18 0.35 0.70 0.80 0.74

Table 2: Means of results obtained by participants (corresponding to harmonic means)

seems to priviledge precision and performs correctly in this
(OLA seems to have privileged recall with regard to last
year). CtxMatch has the difficulty of delivering many sub-
sumption assertions. These assertions are taken by our eval-
uation procedure positively (even if equivalence assertions
were required), but since there are many more assertions
than in the reference alignments, this brings the result down.

These results can be compared with last year’s results given
in Table 3 (with aggregated measures computed at new with
the methods of this year). For the sake of comparison, the re-
sults of this year on the same test set as last year are given in
Table 4. As can be expected, the two participants of both
challenges (Karlsruhe2 corresponding to foam and Mon-
tréal/INRIA corresponding to ola) have largely improved
their results. The results of the best participants this year
are over or similar to those of last year. This is remarkable,
because participants did not tune their algorithms to the chal-
lenge of last year but to that of this year (more difficult since
it contains more test of a more difficult nature and because
of the addition of cycles in them).

So, it seem that the field is globally progressing.

Because of the precision/recall trade-off, as noted last year,
it is difficult to compare the middle group of systems. In
order to assess this, we attempted to draw precision recall
graphs. We provide in Figure 1 the averaged precision and
recall graphs of this year. They involve only the results of
all participants. However, the results corresponding to par-
ticipants who provided confidence measures different of 1 or
0 (see Table 1) can be considered as approximation. More-
over, for reason of time these graphs have been computed by
averaging the graphs of each tests (instead to pure precision
and recall).

These graphs are not totally faithful to the algorithms be-
cause participants have cut their results (in order to get high
overall precision and recall). However, they provide a rough
idea about the way participants are fighting against each oth-
ers in the precision recall space. It would be very useful
that next year we ask for results with continuous ranking for
drawing these kind of graphs.

4.3 Comments
A general comments, we remarks, that it is still difficult for
participants to provide results that correspond to the chal-

Figure 1: Precision-recall graphs

lenge (incorrect format, alignment with external entities).
Because time is short and we try to avoid modifying pro-
vided results, this test is still a test of both algorithms and
their ability to deliver a required format. However, some
teams are really performant in this (and the same teams gen-
erally have their tools validated relatively easily).

The evaluation of algorithms like ctxMatch which provide
many subsumption assertions is relatively inadequate. Even
if the test can remain a test of inference equivalence. It
would be useful to be able to count adequately, i.e., not neg-
atively for precision, true assertions like owl:Thing subsum-
ing another concept. We must develop new evaluation meth-
ods taken into account these assertions and the semantics of
the OWL language.

As a side note: all participants but one have used the UTF-8
version of the tests, so next time, this one will have to be the
standard one with iso-latin as an exception.

5. DIRECTORY
5.1 Data set
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algo karlsruhe2 umontreal fujitsu stanford
test Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.
1xx NaN 0.00 0.57 0.93 0.99 1.00 0.99 1.00
2xx 0.60 0.46 0.54 0.87 0.93 0.84 0.98 0.72
3xx 0.90 0.59 0.36 0.57 0.60 0.72 0.93 0.74

H-means 0.65 0.40 0.52 0.83 0.88 0.85 0.98 0.77

Table 3: EON 2004 results with this year’s aggregation method.

algo edna falcon foam ctxMatch2-1 dublin20 cms omap ola
test Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.
1xx 0.96 1.00 1.00 1.00 0.98 0.65 0.10 0.34 1.00 0.99 0.74 0.20 0.96 1.00 1.00 1.00
2xx 0.66 0.72 0.98 0.97 0.87 0.73 0.09 0.25 0.98 0.92 0.91 0.20 0.89 0.79 0.89 0.86
3xx 0.47 0.82 0.93 0.83 0.92 0.69 0.08 0.22 0.67 0.60 0.93 0.18 0.93 0.65 0.50 0.48

H-means 0.66 0.78 0.97 0.96 0.74 0.59 0.09 0.26 0.94 0.88 0.65 0.18 0.90 0.81 0.85 0.83

Table 4: This year’s results on EON 2004 test bench.

The data set exploited in the web directories matching task
was constructed from Google, Yahoo and Looksmart web di-
rectories as described in [1]. The key idea of the data set con-
struction methodology was to significantly reduce the search
space for human annotators. Instead of considering the full
mapping task which is very big (Google and Yahoo directo-
ries have up to 3∗105 nodes each: this means that the human
annotators need to consider up to (3∗105)2 = 9∗1010 map-
pings), it uses semi automatic pruning techniques in order
to significantly reduce the search space. For example, for
the dataset described in [1] human annotators consider only
2265 mappings instead of the full mapping problem.

The major limitation of the current dataset version is the fact
that it contains only true positive mappings (i.e., the map-
pings which tell that the particular relation holds between
nodes in both trees). At the same time it does not contain
true negative mappings (or zero mappings) which tell that
there are no relation holding between pair of nodes. Notice
that manually constructed mapping sets (such as ones pre-
sented for systematic tests) assume all the mappings except
true positives to be true negatives. This assumption does not
hold in our case since dataset generation technique guaran-
tee correctness but not completeness of the produced map-
pings. This limitation allows to use the dataset only for eval-
uation of Recall but not Precision (since Recall is defined as
ratio of correct mappings found by the system to the total
number of correct mappings). At the same time measuring
Precision necessarily require presence of the true negatives
in the dataset since Precision is defined as a ratio of correct
mappings found by the system to all the mappings found by
the system. This means that all the systems will have 100%
Precision on the the dataset since there are no incorrect map-
pings to be found.

The absence of true negatives has significant implications on
the testing methodology in general. In fact most of the state

of the art matching systems can be tuned either to produce
the results with better Recall or to produce the results with
better Precision. For example, the system which produce
the equivalence relation on any input will always have 100%
Recall. Therefore, the main methodological goal in the eval-
uation was to prevent Recall tuned systems from getting of
unrealistically good results on the dataset. In order to accom-
plish this goal the double validation of the results was per-
formed. The participants were asked for the binaries of their
systems and were required to use the same sets of parameters
in both web directory and systematic matching tasks. Then
the results were double checked by organizers to ensure that
the latter requirement is fulfilled by the authors. The pro-
cess allow to recognize Recall tuned systems by analysis of
systematic tests results.

The dataset originally was presented in its own format. The
mappings were presented as pairwise relationships between
the nodes of the web directories identified by their paths to
root. Since the systems participating in the evaluation all
take OWL ontologies as input the conversion of the dataset
to OWL was performed. In the conversion process the nodes
of the web directories were modelled as classes and clas-
sification relation connecting the nodes was modelled as
rdfs:subClassOf relation. Therefore the matching task was
presented as 2265 tasks of finding the semantic relation hold-
ing between pathes to root in the web directories modelled
as sub class hierarchies.

5.2 Results
The results for web directory matching task are presented on
Figure 2. As from the figure the web directories matching
task is a very hard one. In fact the best systems found about
30% of mappings form the dataset (i.e., have Recall about
30%).

The evaluation results can be considered from two perspec-
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Figure 2: Recall for web directories matching task

tives. On the one hand, they are good indicator of real world
ontologies matching complexity. On the other hand the re-
sults can provide information about the quality of the dataset
used in the evaluation. The desired mapping dataset qual-
ity properties were defined in [1] as Complexity, Discrimi-
nation capability, Incrementality and Correctness. The first
means that the dataset is "hard" for state of the art matching
systems, the second that it discriminates among the various
matching solutions, the third that it is effective in recogniz-
ing weaknesses in the state of the art matching systems and
the fourth that it can be considered as a correct one.

The results of the evaluation give us some evidence for Com-
plexity and Discrimination capability properties. As from
Figure 2 TaxME dataset is hard for state of the art matching
techniques since there are no systems having Recall more
than 35% on the dataset. At the same time all the matching
systems together found about 60% of mappings. This means
that there is a big space for improvements for state of the art
matching solutions.

Consider Figure 3. It contains partitioning of the mappings
found by the matching systems. As from the figure 44%
of the mappings found by any of the matching systems was
found by only one system. This is a good argument to the
dataset Discrimination capability property.

Figure 3: Partitioning of the mappings found by the
matching systems

5.3 Comments

The web directories matching task is an important step to-
wards evaluation on the real world matching problems. At
the same time there are a number of limitations which makes
the task only an intermediate step. First of all the cur-
rent version of the mapping dataset provides correct but not
complete set of the reference mappings. The new mapping
dataset construction techniques can overcome this limita-
tion. In the evaluation the mapping task was split to the the
tiny subtasks. This strategy allowed to obtain results form all
the matching systems participating in the evaluation. At the
same time it hides computational complexity of "real world"
matching (the web directories have up to 105 nodes) and may
affect the results of the tools relying on "look for similar sib-
lings" heuristic.

The results obtained on the web directories matching task
coincide well with previously reported results on the same
dataset. According to [1] generic matching systems (or the
systems intended to match any graph-like structures) have
Recall from 30% to 60% on the dataset. At the same time
the real world matching tasks are very hard for state of the
art matching systems and there is a huge space for improve-
ments in the ontology matching techniques.

6. ANATOMY
6.1 Test set
The focus of this task is to confront existing alignment tech-
nology with real world ontologies. Our aim is to get a bet-
ter impression of where we stand with respect to really hard
challenges that normally require an enormous manual effort
and requires in-depth knowledge of the domain.

The task is placed in the medical domain as this is the do-
main where we find large, carefully designed ontologies.
The specific characteristics of the ontologies are:

– Very large models: be prepared to handle OWL models
of more than 50MB !

– Extensive Class Hierarchies: then thousands of classes
organized according to different views on the domain.

– Complex Relationships: Classes are connected by a
number of different relations.

– Stable Terminology: The basic terminology is rather
stable and should not differ too much in the different
model

– Clear Modelling Principles: The modelling principles
are well defined and documented in publications about
the ontologies

This implies that the task will be challenging from a techno-
logical point of view, but there is guidance for tuning match-
ing approach that needs to be taken into account.

The ontologies to be aligned are different representations of
human anatomy developed independently by teams of med-
ical experts. Both ontologies are available in OWL format
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and mostly contain classes and relations between them. The
use of axioms is limited.

6.1.1 The Foundational Model of Anatomy
The Foundational Model of Anatomy is a medical ontology
developed by the University of Washington. We extracted an
OWL version of the ontology from a Protege database. The
model contains the following information:

– Class hierarchy;
– Relations between classes;
– Free text documentation and definitions of classes;
– Synonyms and names in different languages.

6.1.2 The OpenGalen Anatomy Model
The second ontology is the Anatomy model developed in
the OpenGalen Project by the University of Manchester. We
created an OWL version of the ontology using the export
functionality of Protege. The model contains the following
information:

– Concept hierarchy;
– Relations between concepts.

The task is to find alignment between classes in the two on-
tologies. In order to find the alignment, any information in
the two models can be used. In addition, it is allowed to use
background knowledge, that has not specifically been cre-
ated for the alignment tasks (i.e., no hand-made mappings
between parts of the ontologies). Admissible background
knowledge are other medical terminologies such as UMLS
as well as medical dictionaries and document sets. Further,
results must not be tuned manually, for instance, by remov-
ing obviously wrong mappings.

6.2 Results
At the time of printing we are not able to provide results of
evaluation on this test.

Validation of the results on the medical ontologies matching
task is still an open problem. The results can be replicated
in straightforward way. At the same time there are no suf-
ficiently big set of the reference mappings what makes im-
possible calculation of the matching quality measures.

We are currently developing an approach for creating such
a set is to exploit semi-automatic reference mappings acqui-
sition techniques. The underlying principle is that the task
of creating such a reference alignment is fundamentally dif-
ferent from the actual mapping problem. In particular, we
believe that automatically creating reference alignments is
easier than solving the general mapping problem. The rea-
son for this is, that methods for creating general mappings
have to take into account both, correctness and complete-
ness of the generated mappings. This is difficult, because
allying very strict heuristics will lead to correct, but very

incomplete mappings, using loose heuristics for matching
nodes will create a rather complete, but often incorrect set of
mappings. In our approach for generating reference align-
ments, we completely focus on the correctness. The result is
a small set of reference mappings that we can assume to be
correct. We can evaluate matching approaches against this
set of mappings. The idea is that the matching approaches
should at least be able to determine these mappings. From
the result, we can extrapolate the expected completeness of
a matching algorithm.

We assume that the task is to create a reference alignment
for two a number of known conceptual models. In contrast
to existing work [1] we do not assume that instance data
is available or that the models are represented in the same
way or using the same language. Normally, the models will
be from the same domain (eg. medicine or business). The
methodology consists of four basic steps. In the first step,
basic decisions are made about the representation of the con-
ceptual models and instance data to be used. In the second
step instance data is created by selecting it from an exist-
ing set or by classifying data according to the models under
consideration. In the third step, the generated instance data
is used to generate candidate mappings based on shared in-
stances. In the forth step finally, the candidate mappings are
evaluated against a set of quality criteria and the final set of
reference mappings is determined.

6.2.1 Step 1. Preparation
The first step of the process is concerned with data prepa-
ration. In particular, we have to transform the conceptual
models into a graph representation and select and prepare
the appropriate instance data to be used to analyze overlap
between concepts in the different models. We structure this
step based on the KDD process for Knowledge Discovery
and Data Mining.

6.2.2 Step 2. Instance Classification
In the second step the chosen instance data is classified ac-
cording to the different conceptual models. For this purpose,
an appropriate classification method has to be chosen that
fits the data and the conceptual model. Further, the result of
the classification process has to be evaluated. For this step
we rely on established methods from Machine Learning and
Data Mining.

6.2.3 Step 3. Hypothesis Generation
In the third step, we generate hypothesis for reference map-
pings based on shared instances created in the first two steps.
In this step, we prune the classification by removing in-
stances that are classified with a low confidence and select-
ing subsets of the conceptual models that show sufficient
overlap. We further compute a degree of overlap between
concepts in the different models and based on this degree of
overlap select a set of reference mappings between concepts
with a significant overlap.

6.3 Step 4. Evaluation
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In the last step, the generated reference mapping is eval-
uated against the result of different matching systems as
described in ?? using a number of criteria for a reference
mapping. These criteria include correctness, complexity
of the mapping problem and the ability of the mappings to
discriminate between different matching approaches.

We are testing this methodology using a data set of med-
ical documents called OHSUMED. The data set contains
350.000 articles from medical journals covering all aspects
of medicine. For classifying these documents according to
the two ontologies of anatomy, we use the collexis text in-
dexing and retrieval system that implements a number of au-
tomatic methods for assigning concepts to documents. Cur-
rently, we are testing the data set and the system on a subset
of UMLS with known mappings in order to assess the suit-
ability of the methodology. The generation of the reference
mappings for the Anatomy case will proceed around the end
of 2005 and we are hopeful to have thoroughly tested set of
reference mappings for the 2006 alignment challenge.

6.4 Comments
We had very few participants able to even produce the align-
ments between both ontologies. This is mainly due to their
inability to load these ontologies with current OWL tools
(caused either by the size of the ontologies or errors in the
OWL).

7. RESULT VALIDATION
As can be seen from the procedure, the results published in
the following papers are not obtained independently. The re-
sults provided here have been computed from the alignment
provided by the participants and can be considered as the
official results of the evaluation.

In order to go one step further, we have attempted, this year,
to generate the results obtained by the participants from their
tools. The tools for which the results have been validated
independently are marked in Table 1.

8. LESSON LEARNED
A) It seems that there are more and more tools able to jump
in this kind of tests.

B) Contrary to last year it seems that the tools are more ro-
busts and people deal with more wider implementation of
OWL. However, this can be that we tuned the tests so that
no one has problems.

C) Contrary to what many people think, it is not that easy
to find ontological corpora suitable for this evaluation test.
From the proposals we had from last year, only one proved
to be usable and with great difficulty (on size, conformance
and juridical aspects).

D) The extension of the benchmark tests towards more cov-
erage of the space is relatively systematic. However, it would

be interesting and certainly more realistic, instead of crip-
pling all names to do it for some random proportion of them
(5% 10% 20% 40% 60% 100% random change). This has
not been done for reason of time.

E) The real world benchmarks were huge benchmarks. Two
different strategies have been taken with them: cutting them
in a huge set of tiny benchmark or providing them as is.
The first solution brings us away from "real world", while
the second one raised serious problems to the participants.
It would certainly be worth designing these tests in order
to assess the current limitation of the tools by providing an
increasingly large sequence of such tests (0.1%, 1%, 10%,
100% of the corpus for instance).

F) Validation of the results are quite difficult to establish.

9. FUTURE PLANS
The future plans for the Ontology Alignement Evaluation
Initiative are certainly to go ahead and improving the func-
tioning of these evaluation campaign. This most surely in-
volves:

– Finding new real world cases;
– Improving the tests along the lesson learned;
– Accepting continuous submissions (through validation

of the results);
– Improving the measures to go beyond precision and

recall.

Of course, these are only suggestions and other ideas could
come during the wrap-up meeting in Banff.

10. CONCLUSION
In summary, the tests that have been run this year are harder
and more complete than those of last year. However, more
teams participated and the results tend to be better. This
shows that, as expected, the field of ontology alignment is
getting stronger (and we hope that evaluation is contributing
to this progress).

Reading the papers of the participants should help people
involved in ontology matching to find what make these al-
gorithms work and what could be improved.

The Ontology Alignment Evaluation Initiative will continue
these tests by improving both test cases and test methodol-
ogy for being more accurate. It can be found at:

http://oaei.inrialpes.fr.
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# Name Com Hier Inst Prop Class Comment
101 Reference alignment
102 Irrelevant ontology
103 Language generalization
104 Language restriction
201 R No names
202 R N No names, no comments
203 N No comments (was missspelling)
204 C Naming conventions
205 S Synonyms
206 F F Translation
207 F
208 C N
209 S N
210 F N
221 N No specialisation
222 F Flatenned hierarchy
223 E Expanded hierarchy
224 N No instance
225 R No restrictions
226 No datatypes
227 Unit difference
228 N No properties
229 Class vs instances
230 F Flattened classes

231* E Expanded classes
232 N N
233 N N
236 N N
237 F N
238 E N
239 F N
240 E N
241 N N N
246 F N N
247 E N N
248 N N N
249 N N N
250 N N N
251 N N F
252 N N E
253 N N N N
254 N N N N
257 N N N N
258 N N F N
259 N N E N
260 N N F N
261 N N E N
262 N N N N N
265 N N F N N
266 N N E N N
301 Real: BibTeX/MIT
302 Real: BibTeX/UMBC
303 Real: Karlsruhe
304 Real: INRIA

Table 5: Structure of the systematic benchmark test-case
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algo edna falcon foam ctxMatch2-1 dublin20 cms omap ola
test Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.
101 0.96 1.00 1.00 1.00 n/a n/a 0.10 0.34 1.00 0.99 n/a n/a 0.96 1.00 1.00 1.00
103 0.96 1.00 1.00 1.00 0.98 0.98 0.10 0.34 1.00 0.99 0.67 0.25 0.96 1.00 1.00 1.00
104 0.96 1.00 1.00 1.00 0.98 0.98 0.10 0.34 1.00 0.99 0.80 0.34 0.96 1.00 1.00 1.00
201 0.03 0.03 0.98 0.98 n/a n/a 0.00 0.00 0.96 0.96 1.00 0.07 0.80 0.38 0.71 0.62
202 0.03 0.03 0.87 0.87 0.79 0.52 0.00 0.00 0.75 0.28 0.25 0.01 0.82 0.24 0.66 0.56
203 0.96 1.00 1.00 1.00 1.00 1.00 0.08 0.34 1.00 0.99 1.00 0.24 0.96 1.00 1.00 1.00
204 0.90 0.94 1.00 1.00 1.00 0.97 0.09 0.28 0.98 0.98 1.00 0.24 0.93 0.89 0.94 0.94
205 0.34 0.35 0.88 0.87 0.89 0.73 0.05 0.11 0.98 0.97 1.00 0.09 0.58 0.66 0.43 0.42
206 0.51 0.54 1.00 0.99 1.00 0.82 0.05 0.08 0.96 0.95 1.00 0.09 0.74 0.49 0.94 0.93
207 0.51 0.54 1.00 0.99 0.96 0.78 0.05 0.08 0.96 0.95 1.00 0.09 0.74 0.49 0.95 0.94
208 0.90 0.94 1.00 1.00 0.96 0.89 0.09 0.28 0.99 0.96 1.00 0.19 0.96 0.90 0.94 0.94
209 0.35 0.36 0.86 0.86 0.78 0.58 0.05 0.11 0.68 0.56 1.00 0.04 0.41 0.60 0.43 0.42
210 0.51 0.54 0.97 0.96 0.87 0.64 0.05 0.08 0.96 0.82 0.82 0.09 0.88 0.39 0.95 0.94
221 0.96 1.00 1.00 1.00 1.00 1.00 0.12 0.34 1.00 0.99 1.00 0.27 0.96 1.00 1.00 1.00
222 0.91 0.99 1.00 1.00 0.98 0.98 0.11 0.31 1.00 0.99 1.00 0.23 0.96 1.00 1.00 1.00
223 0.96 1.00 1.00 1.00 0.99 0.98 0.09 0.34 0.99 0.98 0.96 0.26 0.96 1.00 1.00 1.00
224 0.96 1.00 1.00 1.00 1.00 0.99 0.10 0.34 1.00 0.99 1.00 0.27 0.96 1.00 1.00 1.00
225 0.96 1.00 1.00 1.00 0.00 0.00 0.08 0.34 1.00 0.99 0.74 0.26 0.96 1.00 1.00 1.00
228 0.38 1.00 1.00 1.00 1.00 1.00 0.12 1.00 1.00 1.00 0.74 0.76 0.92 1.00 1.00 1.00
230 0.71 1.00 0.94 1.00 0.94 1.00 0.08 0.35 0.95 0.99 1.00 0.26 0.89 1.00 0.95 0.97
231 0.96 1.00 1.00 1.00 0.98 0.98 0.10 0.34 1.00 0.99 1.00 0.27 0.96 1.00 1.00 1.00
232 0.96 1.00 1.00 1.00 1.00 0.99 0.12 0.34 1.00 0.99 1.00 0.27 0.96 1.00 1.00 1.00
233 0.38 1.00 1.00 1.00 1.00 1.00 0.12 1.00 1.00 1.00 0.81 0.76 0.92 1.00 1.00 1.00
236 0.38 1.00 1.00 1.00 1.00 1.00 0.09 1.00 1.00 1.00 0.74 0.76 0.92 1.00 1.00 1.00
237 0.91 0.99 1.00 1.00 1.00 0.99 0.11 0.31 1.00 0.99 1.00 0.23 0.95 1.00 0.97 0.98
238 0.96 1.00 0.99 0.99 1.00 0.99 0.07 0.34 0.99 0.98 0.96 0.26 0.96 1.00 0.99 0.99
239 0.28 1.00 0.97 1.00 0.97 1.00 0.14 1.00 0.97 1.00 0.71 0.76 0.85 1.00 0.97 1.00
240 0.33 1.00 0.97 1.00 0.94 0.97 0.10 1.00 0.94 0.97 0.71 0.73 0.87 1.00 0.97 1.00
241 0.38 1.00 1.00 1.00 1.00 1.00 0.12 1.00 1.00 1.00 0.81 0.76 0.92 1.00 1.00 1.00
246 0.28 1.00 0.97 1.00 0.97 1.00 0.14 1.00 0.97 1.00 0.71 0.76 0.85 1.00 0.97 1.00
247 0.33 1.00 0.94 0.97 0.94 0.97 0.10 1.00 0.94 0.97 0.71 0.73 0.87 1.00 0.97 1.00
248 0.06 0.06 0.84 0.82 0.89 0.51 0.00 0.00 0.71 0.25 0.25 0.01 0.82 0.24 0.59 0.46
249 0.04 0.04 0.86 0.86 0.80 0.51 0.00 0.00 0.74 0.29 0.25 0.01 0.81 0.23 0.59 0.46
250 0.01 0.03 0.77 0.70 1.00 0.55 0.00 0.00 1.00 0.09 0.00 0.00 0.05 0.45 0.30 0.24
251 0.01 0.01 0.69 0.69 0.90 0.41 0.00 0.00 0.79 0.32 0.25 0.01 0.82 0.25 0.42 0.30
252 0.01 0.01 0.67 0.67 0.67 0.35 0.00 0.00 0.57 0.22 0.25 0.01 0.82 0.24 0.59 0.52
253 0.05 0.05 0.86 0.85 0.80 0.40 0.00 0.00 0.76 0.27 0.25 0.01 0.81 0.23 0.56 0.41
254 0.02 0.06 1.00 0.27 0.78 0.21 0.00 0.00 NaN 0.00 0.00 0.00 0.03 1.00 0.04 0.03
257 0.01 0.03 0.70 0.64 1.00 0.64 0.00 0.00 1.00 0.09 0.00 0.00 0.05 0.45 0.25 0.21
258 0.01 0.01 0.70 0.70 0.88 0.39 0.00 0.00 0.79 0.32 0.25 0.01 0.82 0.25 0.49 0.35
259 0.01 0.01 0.68 0.68 0.61 0.34 0.00 0.00 0.59 0.21 0.25 0.01 0.82 0.24 0.58 0.47
260 0.00 0.00 0.52 0.48 0.75 0.31 0.00 0.00 0.75 0.10 0.00 0.00 0.05 0.86 0.26 0.17
261 0.00 0.00 0.50 0.48 0.63 0.30 0.00 0.00 0.33 0.06 0.00 0.00 0.01 0.15 0.14 0.09
262 0.01 0.03 0.89 0.24 0.78 0.21 0.00 0.00 NaN 0.00 0.00 0.00 0.03 1.00 0.20 0.06
265 0.00 0.00 0.48 0.45 0.75 0.31 0.00 0.00 0.75 0.10 0.00 0.00 0.05 0.86 0.22 0.14
266 0.00 0.00 0.50 0.48 0.67 0.36 0.00 0.00 0.33 0.06 0.00 0.00 0.01 0.15 0.14 0.09
301 0.48 0.79 0.96 0.80 0.83 0.31 0.10 0.07 0.74 0.64 1.00 0.13 0.94 0.25 0.42 0.38
302 0.31 0.65 0.97 0.67 0.97 0.65 0.14 0.27 0.62 0.48 1.00 0.17 1.00 0.58 0.37 0.33
303 0.40 0.82 0.80 0.82 0.89 0.80 0.04 0.29 0.51 0.53 1.00 0.18 0.93 0.80 0.41 0.49
304 0.71 0.95 0.97 0.96 0.95 0.96 0.11 0.26 0.75 0.70 0.85 0.22 0.91 0.91 0.74 0.66

H-means 0.45 0.61 0.91 0.89 0.90 0.69 0.08 0.24 0.92 0.72 0.81 0.18 0.35 0.70 0.80 0.74

Table 6: Full results
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ABSTRACT 
This paper briefly introduces the system FOAM and its 
underlying techniques. We then discuss the results returned 
from the evaluation. They were very promising and at the 
same time clarifying. Concisely: labels are very important; 
structure helps in cases where labels do not work; 
dictionaries may provide additional evidence; ontology 
management systems need to deal with OWL-Full. The 
results of this paper will also be very interesting for other 
participants, showing specific strengths and weaknesses of 
our approach. 
 

1. PRESENTATION OF THE SYSTEM 

1.1 State, purpose, general statement 
In recent years, we have seen a range of research work on 
methods proposing alignments [1; 2]. When we tried to apply 
these methods to some of the real-world scenarios we address in 
other research contributions [3], we found that existing alignment 
methods did not suit the given requirements:  

• high quality results;  
• efficiency; 
• optional user-interaction; 
• flexibility with respect to use cases; 
• and easy adjusting and parameterizing. 

We wanted to provide the end-user with a tool taking ontologies 
as input and returning alignments (with explanations) as output 
meeting these requirements.  

1.2 Specific techniques used 
We have observed that alignment methods like QOM [4] or 
PROMPT [2] may be mapped onto a generic alignment process 
(Figure 1). Here we will only mention the six major steps to 
clarify the underlying approach for the FOAM tool. We refer to 
[4] for a detailed description. 

 
1. Feature Engineering, i.e. select excerpts of the overall 

ontology definition to describe a specific. This includes 
individual features, e.g. labels, structural features, e.g. 
subsumption, but also more complex features as used in 
OWL, e.g. restrictions. 

2. Search Step Selection, i.e. choose two entities from the two 
ontologies to compare (e1,e2). 

3. Similarity Assessment, i.e. indicate a similarity for a given 
description (feature) of two entities (e.g., 
simsuperConcept(e1,e2)=1.0).  

4. Similarity Aggregation, i.e. aggregate the multiple similarity 
assessments for one pair of entities into a single measure. 

5. Interpretation, i.e. use all aggregated numbers, a threshold 
and an interpretation strategy to propose the alignment 
(align(e1)=‘ e2’). This may also include a user validation. 

6. Iteration, i.e. as the similarity of one alignment influences 
the similarity of neighboring entity pairs; the equality is 
propagated through the ontologies. 

Finally, we receive alignments linking the two ontologies. 
 
This general process was extended to meet the mentioned 
requirements.  
• High quality results were achieved through a combination of 

a rule-based approach and a machine learning approach. 
Underlying individual rules such as, if the super-concepts are 
similar the entities are similar, have been assigned weights 
by a machine learnt decision tree [5]. Especially steps 1, 3 
and 4 were adjusted for this. Currently, our approach does 
not make use of additional background knowledge such as 
dictionaries here. 

• Efficiency was mainly achieved through an intelligent 
selection of candidate alignments in 2, the search step 
selection [4]. 

• User-interaction allows the user intervening during the 
interpretation step. By presenting the doubtable alignments 
(and only these) to the user, overall quality can be 
considerably increased. Yet this happens in a minimal 
invasive manner. 

• The system can automatically set its parameters according to 
a list of given use cases, such as ontology merging, 
versioning, ontology mapping, etc. The parameters also 
change according to the ontologies to align, e.g., big 
ontologies always require the efficient approach, whereas 
smaller ones do not [6]. 

• All these parameters may be set manually. This allows using 
the implementation for very specific tasks as well. 

• Finally, FOAM has been implemented in Java and is freely 
available, thus extensible. 

1.3 Adaptations made for the contest 
No special adjustments have been made for the contest. However,    
some elements have been deactivated. Due to the small size of the 
benchmark and directory ontologies efficiency was not used, user-
interaction was removed for the initiative, and no specific use 
case parameters were taken. A general alignment procedure was 
applied. 
The system used for the evaluation is a derivative of the ontology 
alignment tool used in last year’s contests I3Con [7] and EON-
OAC [8]. 
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2. RESULTS 
All tests were performed on a standard notebook under Windows. 
FOAM has been implemented in Java with all its advantages and 
disadvantages. 
The individual results of the benchmark ontologies were grouped. 
Further, one short section describes the testing of the directory 
and anatomy ontologies. The concrete results can be found in 
Section 6.3 of this paper. 

2.1.1 Tests 101 to 104 
These tests are basic tests for ontology alignment.  
As the system assumes that equal URIs mean equal objects an 
alignment of an ontology with itself always returns the correct 
alignments. The alignment with and irrelevant ontology does not 
return any results. Language generalization or restriction does not 
affect the results. Our approach is robust enough to cope with 
these differences. Considering the differences which occur in real 
world ontology modeling this is a very desirable feature. 

2.1.2 Tests 201 to 210 
Tests 201 through 210 focus on labels and comments of 
ontological entities.   
The labels are the most important feature to identify an alignment. 
In fact, everything else can be neglected, if the labels indicate an 
alignment (e.g. also the comments in Test 203). Vice versa, 
changed labels do seriously affect the outcomes. As our approach 
currently does not make use of any dictionaries, this is critical. 
Small changes as occurring through a different naming 
convention can be balanced-out (Test 204 is only slightly worse 
than the ideal result). Synonyms or translations, possibly also 
with removed comments, lower especially recall considerably 
(between 0.57 and 0.87). Nevertheless, the structure alignment 
does find many of the alignments, despite the differing labels. For 
the mentioned recalls, precision stays between 0.80 and 0.96.  

2.1.3 Tests 221 to 247 
For all these tests the structure is changed.  
However, as the labels remain, alignment is very good. Again, 
this indicates that labels are the main distinguishing feature. Only 
smaller irritations result from the differing structures. In specific, 
more false positives are identified resulting in a precision of in the 
worst case “only” 0.94. Recall stays above0.97. According to the 
amount of structure also the processing time changes. Please note 
that first results are returned almost instantaneously (less than 5 
seconds). The times presented in the table represent the total time 
until the approach stops its search for alignments. 

2.1.4 Tests 248 to 266 
These tests were the most challenging ones for our approach. 
Labels and comments had been removed and different structural 
elements as well.  
Precision reaches levels of 0.61 to 0.95. Recall is in the range of 
0.18 to 0.55. Unfortunately, the evaluation results did not show a 
clear tendency of which structural element is most important for 
our alignment approach. It seems that the structural features can 

be exchanged to a certain degree. If one feature is missing, 
evidence is collected from another feature. This is a nice result for 
our approach, as it indicates that the weighting scheme of the 
individual features has been assigned correctly. One tendency that 
could be identified was that with decreasing semantic information 
the found alignments become sparser. However, most of the 
identified alignments were correct (see precision).  
We will briefly mention one test for which our approach 
performed surprisingly well. Ontology 262 has practically 
everything removed: no labels; no comments; no properties; no 
hierarchies. Nevertheless, some alignments have been identified. 
The only information that remained was the links between 
instances and their classes. By checking whether instance sets 
were the same (at least in terms of numbers, the instance labels 
actually differed), some concepts could be correctly aligned. 

2.1.5 Tests 301 to 304 
Ontologies 301 through 304 represent schemas modeled by other 
institutions but covering the same domain of bibliographic 
metadata. From the evaluation perspective, these real world 
ontologies combine the difficulties of the previous tests.  
Especially test case 301 differs both in terms of structure and 
labels. Its labels generally use the term “has”, i.e. “hasISBN” 
instead of “ISBN”. This results in a rather low term similarity, as 
our approach does not split the strings into individual terms. 
Combined with the differing structure this results in a rather low 
quality. Also for the other ontologies, both precision and recall do 
not reach perfect levels. However, the results are satisfactory. In 
fact, preliminary tests using our semi-automatic approach showed 
that results could be noticeably increased with very little effort. 
The question that will partially also be answered by this initiative, 
is what can maximally be reached. We hope to gain these insights 
by comparing our results to other participants’ results.  

2.2 Directory Ontologies 
The directory ontologies are subsumption hierarchies. They could 
be easily processed. The evaluation results at the workshop will 
presumably show the following main effects: Subsumption helps 
to identify some alignments correctly. Our missing usage of 
dictionaries misses some alignments. As this dataset only uses 
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subsumption, we cannot rely on the more complex ontology 
features which our approach normally also tries to exploit. Thus, 
results will not be ideal. 

2.3 Anatomy Ontologies 
We were very interested in running our ontology alignment on the 
big real world anatomy ontologies. Especially for our efficient 
approach, this would have been a deep evaluation. Unfortunately, 
the ontologies were modeled in OWL-Full. Our approach is based 
on the KAON2-infrastructure1 that only allows for OWL-DL. As 
this interaction is very deep, it was not possible to change to an 
ontology environment capable of OWL-Full for the contest. We 
could not run these tests. One result, for us, was the realization 
that ontologies will probably not stay in the clean world of OWL-
DL. We will have to draw consequences from this. 

3. GENERAL COMMENTS 

3.1 Comments on the results 
An objective comment on strengths or weakness requires the 
comparison with other participants, which will not be available 
before the workshop. However, some conclusions can be drawn. 
Strengths: 

• Labels or identifiers are important and help to align 
most of the entities. 

• The structure helps to identify alignments, if the labels 
are not expressive. 

• A more expressive ontology results in better 
alignments; an argument in favor of ontologies 
compared to simple classification structures. 

• The generally learnt weights have shown very good 
results. 

Weaknesses: 

• The approach cannot deal with consequently changed 
labels. Especially translations, synonyms, or other 
conventions make it difficult to identify alignments. 

• The system is bound to OWL-DL or lesser ontologies.  

3.2 Discussions on the way to improve the 
proposed system 
Possible improvements are directly related to the weaknesses in 
the previous section. 

• Extending the handling of labels (strings) can 
presumably increase overall effectiveness. Usage of 
dictionaries is widely applied and will be added to our 
approach as well. 

• The tight interconnection of FOAM with KAON2 
restricts the open usage of it. Currently efforts are being 
made to decouple them by inserting a general ontology 
management layer. 

3.3 Comments on the test cases 
The benchmark tests have shown very interesting general results 
on how the alignment approach behaves. These systematic tests 

                                                                 
1 http://kaon2..semanticweb.org 

are one good underlying test base. For our approach, the directory 
tests are less interesting, as they are restricted to subsumption 
hierarchies, rather than complete ontologies. Many of the specific 
advantages of our approach cannot be applied. It was very 
unfortunate, that we could not run the anatomy tests. However, 
we think it is very important to have some real world ontologies, 
and we hope to test them at a latter point in time. 
For future work, it might be interesting to add some user-
interaction component to the tests. It would also be interesting to 
not only have real world ontologies, but also see which alignment 
approach performs how for specific ontology alignment 
applications. 

3.4 Comments on the measures 
Precision and recall are without any doubt the most important 
measures. Some balancing measure needs to be added as well, as 
we have done with the f-measure. Otherwise, it is very difficult to 
draw conclusions on which approach worked best on which test 
set.  For future evaluation it would also be interesting to make use 
of some less strict evaluation measure, as presented in [9]. 

4. CONCLUSION 
In this paper, we have briefly presented an approach and a tool for 
ontology alignment and mapping - FOAM. This included the 
general underlying process.  Further, we have mentioned how 
specific requirements are realized with this tool. We then applied 
FOAM to the test data. The results were carefully analyzed. We 
also discussed some future steps for both our own approach and 
the evaluation of alignments in general. 
The main conclusions from the experiments were:  

• It is possible to create a good automatic ontology 
alignment approaches. 

• Labels are most important. 

• Structure helps, if the labels are not expressive. 

• Due to the importance of labels, our approach needs to 
be extended with e.g. dictionaries in the background. 

• One general conclusion from the real world ontologies, 
was that an ontology system has to be able to also 
manage OWL-Full, as the real world does not provide 
the clean ontologies of OWL-DL. 

In general, the evaluation has shown us where our specific 
strengths and weaknesses are, and how we can continue on 
improving. The results of other participants will give us some 
further guidelines. 

 5. REFERENCES 
[1] Agrawal, R., Srikant, R.: On integrating catalogs. In: 

Proceedings of the Tenth International Conference on 
the World Wide Web (WWW-10), ACM Press (2001) 
603–612 

[2] Noy, N.F., Musen, M.A.: The PROMPT suite: 
interactive tools for ontology merging and mapping. 
International Journal of Human-Computer Studies 59 
(2003) 983–1024 

[3] Ehrig, M., Haase, P., van Harmelen, F., Siebes, R., 
Staab, S., Stuckenschmidt, H., Studer, R., Tempich, 
C.: The SWAP data and metadata model for 

74



semantics-based peer-to-peer systems. In: Proceedings 
of MATES-2003. First German Conference on 
Multiagent Technologies. LNAI, Erfurt, Germany, 
Springer (2003) 

[4] Ehrig, M., Staab, S. QOM - quick ontology mapping. 
In F. van Harmelen, S. McIlraith, and D. Plexousakis, 
editors, Proceedings of the Third International 
Semantic Web Conference (ISWC2004), LNCS, pages 
683–696, Hiroshima, Japan, 2004. Springer. 

[5] Ehrig, M., Staab, S., Sure, Y. Supervised learning of 
an ontology alignment process. In Proceedings of the 
Workshop on IT Tools for Knowledge Management 
Systems: Applicability, Usability, and Benefits 
(KMTOOLS) at 3. Konferenz Professionelles 
Wissensmanagement, Kaiserslautern, Germany, April 
2005. 

[6] Ehrig, M., Sure, Y. Adaptive Semantic Integration. In 
Proceedings of the Workshop on Ontologies-based 
techniques for DataBases and Information Systems at 
VLDB 2005, Trondheim, Norway, August 2005. 

[7] Hughes, T. Information Interpretation and Integration 
Conference (I3CON) at PerMIS-2004, Gaithersburg, 
MD, USA, August 2004. 

[8] Sure, Y., Corcho, O., Euzenat, J., Hughes, T. (editors),  
3rd International Workshop on Evaluation of Ontology 
based Tools (EON2004), Volume 128, CEUR-WS 
Publication. Workshop at the 3rd International 
Semantic Web Conference (ISWC 2004), 7th-11th 
November 2004, Hiroshima, Japan 

[9] Ehrig, M., Euzenat, J. Relaxed Precision and Recall for 
Ontology Alignment. In Proceedings of the Integrating 
Ontologies Workshop at K-Cap ’05, Banff, Alberta, 
Canada, October 2005. 

6. RAWRESULTS 

6.1 Link to the system and parameters file 
The FOAM system may be downloaded at  
http://www.aifb.uni-karlsruhe.de/WBS/meh/foam.  
The system is continuously improved, so results may slightly 
differ from the results provided in this paper. The interested 
reader is encouraged to download, test, and use the system. 

6.2 Link to the set of provided alignments (in 
align format) 

The results are also available through the website: 
http://www.aifb.uni-karlsruhe.de/WBS/meh/foam/results.zip. 

6.3 Matrix of results 
The following results were achieved in the evaluation runs. As 
FOAM only allows identifying equality relations, precision and 
recall only refer to these. 
 
 

 

# Name Prec. Rec. F-
measure

Time 

101 Reference 
alignment 

1.0 1.0 1.0 2.96 

102 Irrelevant 
ontology 

- - - 207.14 

103 Language 
generalization 

1.0 1.0 1.0 180.95 

104 Language 
restriction 

1.0 1.0 1.0 177.63 

201 No names 0.90 0.65 0.75 175.99 
202 No names, no 

comments 
0.85 0.57 0.68 176.59 

203 No comments 1.0 1.0 1.0 174.21 
204 Naming 

conventions 
0.96 0.93 0.94 185.09 

205 Synonyms 0.80 0.67 0.73 174.46 
206 Translation 0.93 0.76 0.84 172.15 
207  0.95 0.78 0.86 167.89 
208  0.96 0.87 0.92 164.20 
209  0.81 0.57 0.67 168.63 
210  0.92 0.67 0.77 164.31 

221 No specialization 1.0 1.0 1.0 172.92 
222 Flattened 

hierarchy 
1.0 1.0 1.0 127.63 

223 Expanded 
hierarchy 

0.99 1.0 0.99 142.70 

224 No instance 1.0 0.99 0.99 42.09 
225 No restrictions 1.0 1.0 1.0 171.13 
228 No properties 1.0 1.0 1.0 112.60 
230 Flattened classes 0.94 1.0 0.97 137.60 
232  1.0 0.99 0.99 45.50 
233  1.0 1.0 1.0 110.57 
236  1.0 1.0 1.0 12.77 
237  1.0 1.0 1.0 87.94 
238  1.0 1.0 1.0 106.29 
239  0.94 1.0 0.97 73.14 
240  0.95 0.97 0.97 84.63 
241  1.0 1.0 1.0 11.15 
246  0.94 1.0 0.97 51.14 
247  0.94 1.0 0.97 70.27 

248  0.85 0.48 0.62 251.65 
249  0.73 0.46 0.57 150.39 
250  0.95 0.55 0.69 114.00 
251  0.88 0.41 0.56 132.39 
252  0.62 0.34 0.44 145.59 
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253  0.80 0.44 0.57 83.96 
254  0.75 0.18 0.29 103.56 
257  0.76 0.48 0.59 28.43 
258  0.86 0.39 0.53 133.79 
259  0.75 0.45 0.56 149.39 
260  0.85 0.38 0.52 71.21 
261  0.61 0.33 0.43 82.89 

262  0.78 0.21 0.33 21.70 
265  0.85 0.38 0.52 70.50 
266  0.63 0.36 0.46 81.68 

301 BibTeX/MIT 0.78 0.35 0.48 23.43 
302 BibTeX/UMBC 0.88 0.74 0.80 21.31 
303 Karlsruhe 0.84 0.90 0.87 61.08 
304 INRIA 0.94 0.97 0.95 43.32 
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ABSTRACT
In this results report we summarize our experiences
from running the CROSI Mapping System (CMS) over
three test cases for this year’s OAEI contest: bibliogra-
phy, Web directories and medical ontologies alignment
case studies. CMS successfully parsed and aligned all
input ontologies in all three case studies. We also elabo-
rate on the insights gained and potential research direc-
tions towards building more robust alignment systems
to cope with the increasing diversity of alignment re-
quirements.

1. PRESENTATION OF THE SYSTEM
The CROSI Mapping System (hereafter, CMS) has been
developed in the context of the CROSI project (which
stands for Capturing Representing and Operationalis-
ing Semantic Iinteroperability). CROSI, which is funded
by HP, started in November of 2004 and will run un-
til November of 20051. It aims to develop a systematic
approach upon which semantic interoperability can be
studied and operationalised by (a) capturing and ex-
posing semantics, (b) codify them in Knowledge Repre-
sentation formats, and (c) operationalise them for the
benefit of integration. One of the CROSI deliverables
that we used in the early stages of the CMS design,
was the notion of semantic intensity spectrum2 which
helped us identify what kind of tools and algorithms we
could employ in CMS for the OAEI contest. These were
used in a modular architecture we devised, reminiscent
of similar architectures proposed in the past (see, for
example, [4]), which we depict schematically in figure 1

1more can be found at: www.aktors.org\crosi
2more on: www.aktors.org\crosi\si-spectrum

In the core of this architecture lies the CMS system.
CMS is a structure matching system that capitalizes
on the rich semantics of the OWL constructs found
in source ontologies and on its modular architecture
that allows the system to consult external linguistic re-
sources.

Most of these resources use various families of algo-
rithms which aim to compute similarity based on string
distance, e.g. SecondString packages [1]. String dis-
tance is one of the widely used techniques in finding
correspondences between ontologies. It normally takes
as input the names of two concepts calculating the dis-
tance, by editing the distance in its simplest form or
hybrid distance functions in a more sophisticated form,
and output a numeric value to represent the confidence
of the similarity. Sometimes, natural language process-
ing methods are employed to cut down the number of
string tokens that need to compute the similarity for.

However, string similarity is not sufficient to capture the
subtle differences between classes with similar names
but different meanings and it can produce misleading
results. To alleviate the situation we can work with Nat-
ural Language Processing (NLP) packages that exploit
synonymy at the: 1) lexical-level, e.g. the use of Word-
Net [3] to provide a source of synonyms, hypernyms
and hyponyms; the 2) phrase- and sentence-level, e.g.
phrases and sentences in the active and passive forms
but having the same meanings; and the 3) semantic-
level synonymy.

Although WordNet-based approaches equip themselves
with the lexical synonymy of the names of classes, they
do not have the right measure to capture the struc-
tural information that is conveyed in most taxonomies.
Structural information is exploited in different ways.
Heuristic rules is the most common way to take struc-
tures into account, e.g. identifying similarity of two en-
tities based on the status of their parents and siblings.

The modular architecture depicted in figure 1 employs
a multi-strategy system comprising of four modules,
namely, Feature Generation, Feature Selection and Pro-
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Figure 1: CMS ontology alignment system and its modular architecture.

cessing, Aggregator and Evaluator. In this system, dif-
ferent features of the input data are generated and se-
lected to fire off different sorts of feature matchers. The
resultant similarity values are compiled by multiple sim-
ilarity aggregators running in parallel or consecutive or-
der. The overall similarity is then evaluated to initiate
iterations that backtrack to different stages.

CMS, is an instantiation of such a system. We include
a screenshot of the Web-based interface of CMS in fig-
ure 2. The system is still under development and we
only used the first two components, Feature generation
and Feature Selection and Processing, for aligning the
ontologies in the three case studies of the OAEI con-
test. The alignment algorithms and techniques used
are described in later sections but first we elaborate, in
the next section, on the purpose of CMS and highlight
some of its key characteristics, like the robust features
extraction module.

1.1 State, purpose, general statement
The process of ontology mapping (or alignment), can be
summarised as: given two ontologies, a system measures
the similarity of the source ontological entities against
the target ones and produces a list of correspondences,
i.e. mapping : Os, Ot → Cs×Ct∪Ps×Pt∪Is×It where
Oi is the input ontologies with i ∈ {s, t}, subscript
s indicating the source and t indicating the target, Ci

the set of classes, Pi the set of properties and Ii the
set of instances. Hence, the first step when deploying
CMS was to extract characteristics that can be used to
identify similar entities from different ontologies. We
summarize the characteristics we extracted in table 1.

There are several points that need further explanation.
First, in many cases, identifying corresponding instances
is considered to be an easier task than identifying cor-
responding classes. This is because instances are ex-
pected to have more grounded variables. Correspond-
ing instances provide a ground on which the number of
candidate mapping classes can be narrowed down to a
few (as we discovered in our past work with the IF-Map

instance-based system [?]). Second, in case of comple-
ment classes, let cs be a class from the source ontology
and ct from the target ontology, if sim(cs, ct) = a and
d = ¬c, we can safely conclude that sim(d, cs) = 1− a,
where sim/2 is the similarity function and a, a real
number, gives the confident value.

1.2 Specific techniques used
To fit the requirements of different applications, we
developed and implemented a series of mapping tech-
niques, which are regarded as independent components
that made up the CMS.

Name matchers

Ranging from pure syntactical approaches to more se-
mantic enriched ones, name matchers are categorised
as: String (tokenised) distance, Thesaurus, and Word-
Net hierarchical distance.

Levenstain distance is the simplest implementation of
string distance. More sophisticated ones are: Monge-
Elkan distance optimises edit-distance functions with
well-tuned editing cost and Jaro Metric and its vari-
ants computes an accumulated similarity of s and t from
the order and number of common characters between s
and t, just to name a few. In our system thesaurus
comes into play in two forms: WordNet3 and a prede-
fined corpora that are implemented as WNNameMatcher
and CorpusNameMatcher respectively. To facilitate the
use of WordNet, we assume that the local names of
classes are either nouns or noun phrases while the lo-
cal names of properties are phrases starting with verbs
followed by either nouns or adjectives. Elements in
the retrieved synsets are then compared against each
other using either exact string matching or one of the
string-distance based algorithms discussed in the previ-
ous section. WordNet arranges it entries in hierarchical
structures. Hence, the similarity between names can
be computed as followings: let wi and wj be the cor-
responding WordNet entries of namei and namej , w
3http://wordnet.princeton.edu/
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Local features

class labels and URIs classes with same local names but different name spaces need to be treated

with caution, as there is a risk that they might be different in different contexts.

equivalent classes equivalent classes give the alternatives of a class that can be regarded as hints for

identifying new mapping candidates.

related property names both declared and inherited properties contribute to the meaning of a class

and thus should be extracted.

complement classes complement classes indicates semantic dissimilarity.

property labels and URIs same as for classes.

property domain and range the domain and range of a property can pin down the meaning of a class when name

matching is not sufficient.

inverse (transitive) property both inverse and transitive properties are regarded as hints for similar properties and

thus indirect hints for similar classes.

functional property functional properties play the same role in identifying corresponding classes as keys

do in element level database schema matching.

instance labels and URIs same as for classes.

instantiated classes instances are treated as a source of understanding semantics.

comments well documented design rationale is a reliable source for revealing semantics.

Global features

super and sub classes subsumption relationship help to identify the location of a class in the taxonomy

and thus capture the structural semantics.

sibling classes sibling classes provide the hint of how the parent class is defined.

super and sub properties properties’ hierarchy is useful in matching both properties and classes

disjoint classes disjoint cover should be treated as a special case.

comments comments sometimes are also given at the global level.

version information the record of modifications and authentication provides alternatives.

Table 1: Features extracted for Ontology Mapping.

be the least common hypernym of wi and wj , r be the
root of the underlying WordNet hierarchy, and hi, hj ,
h be the distances between wi and r, wj and r, w and
r, respectively, the similarity between wi and wj is ap-
proximated as 2× h/hi + hj .

Semantic matchers

In CMS, the flavour of semantic is added in two different
ways: namely structure-aware matchers and intension-
aware matchers.

Structure-awareness refers to the capability of travers-
ing class hierarchies and accumulating similarities along
the sub-class (sub-property) relationships. Let c and
d be two classes from source and target ontologies, ci

and di are their direct parents in respective ontologies,
the similarity between c and d is recursively defined as
sim(c, d) = αsimlocal(c, d)+βsim(ci, di), where α and β
are arbitrary weights and simlocal/2 gives the local simi-
larity with regard to c and d which can be computed us-
ing one or a combination of techniques discussed above.

Intension-awareness takes into account the definitions of
classes. A class c are regarded as a tuple 〈S, P 〉 where
S is a set of classes of which c is a subclass and P is

a set of properties having c as the domain and other
classes or concrete data types as the range. Hence,
finding the semantic similarity between c = 〈Sc, Pc〉
and d = 〈Sd, Pd〉 amounts to finding the similarity be-
tween Sc and Sd as well as Pc and Pd, i.e. sim(c, d) =
αsim(Sc, Sd) + βsimproperty(Pc, Pd), where α and β are
arbitrary weights and simproperty/2 computes the prop-
erty similarity. More specifically, we differentiate the
following situations:

• classes with matching property names, property
domains and property ranges: Lpc = Lpd

and
simset(∆pc , ∆pd

) ≥ v and simset(Φpc , Φpd
) ≥ v

where simset/2 computes the similarity of two sets
of entities and v is a predefined threshold.

• classes with matching property names and prop-
erty domains but different property ranges: Lpc =
Lpd

and simset(∆pd
, ∆pd

) ≥ v, simset(Φpc
, Φpd

) <
v, and

• classes with matching property names but differ-
ent property domains as well as ranges: Lpc = Lpd

and simset(∆pc
, ∆pd

) < v and simset(Φpc , Φpd
) <

v.
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The first situation contributes the most to the simi-
larity of c and d. We regard classes with matching
names and exact matching properties, i.e., properties
with same name, domain and range, as semantically
equivalent classes.

In many cases, matching between ∆Pc and ∆Pd
(ΦPc

and ΦPc , respectively) can only be concluded after travers-
ing several levels upwards or downwards the class hier-
archy. Although not as strong as exact matching of
property domains and ranges, matching classes of ∆Pc

(ΦPc) to remote ancestors or descendants of classes of
∆Pd

(ΦPd
) provides a hint on how close the different

properties are, and thus how similar the two concepts c
and d are. Such an idea is implemented in our system
as a ClassDefPlusMatcher method.

1.3 Adaptations made for the contest
We didn’t do any major adaptations to CMS in order to
align the OAEI contest ontologies. We only did minor,
routine programmatic adjustments, as for example run-
ning the CMS system from the command line prompt
in a batch mode to parse and align the hundreds of on-
tologies in the Web directories case or include specific
Java heap size adjustment flags in order to run the sys-
tem over the vast FMA ontology. Other than that, the
system ran as normal.

2. RESULTS
CMS benefits from the plug and play of modular match-
ers. In this contest, four different matchers were used,
namely ClassDef for examining the domain and range
of properties associated with classes, CanoName for accu-
mulating similarities among class hierarchies, WNDisSim
for computing the distance between two class names
based on WordNet structures and HierarchyDisSim
for distributing similarity among class hierarchies. The
four major matchers were invoked both in parallel and
sequentially. When invoked in parallel their results were
then aggregated as weight average. On the other hand,
when invoked in sequence, CanoName and WNDisSim give
a list of corresponding classes whose similarities were
then refined by ClassDef and HierarchyDisSim. CMS
ran each test case with different configurations (com-
bination and sequencing) of the aforementioned four
mapping modules and precision and recall values were
calculated for each run. In this report, we include the
the configurations with the highest precision and recall
values.

2.1 Case 1: benchmark/BibTex ontologies
For all the ontologies in this case we used a threshold
of 0.8.

ontology 202: CMS fails to produce any mapping can-
didates with high similarity score in test case 202 due to
the naming convention. We consider class names as the
foundation on which other techniques can be applied

(although not the sole and dominant clue for finding
mapping candidates). Similarly, cases 248 to 266 also
fall into this category: no candidates with high similar-
ity value were found.

ontology 205: CMS does not achieve a high recall
rate for benchmark test case 205 due to the restriction
of WordNet. In case 205, class names are replaced by
randomly selected synonyms. CMS relies heavily on
external resources, e.g. WordNet, to provide lexical al-
ternatives for class and property names and thus fails
to respond well for synonyms that are not recognised
by WordNet. A customised corpus might alleviate the
problem and improve the performance with significant
efforts and domain expertise.

ontology 301: In test case 301, smaller similarity scores
were assigned to mapping candidates. This is due to
the fact that although classes have similar names, they
are defined with different properties which have differ-
ent names, domains and/or ranges. It is our contention
that for classes restricted with different properties, they
should either not be considered as equivalent classes or
their similarity value should be reduced to reflect such
difference.

2.2 Case 2: Web directories ontologies
We do not have any specific comments for Case 2. All
2265 were parsed successfully by CMS and fetched for
alignment. However, 29 ontologies did not produced
any alignment results due to circular definitions in the
original source.owl and target.owl files. So, a total
of 2236 pairs of source.owl/target.owl were aligned.
The system parsed them from the command line in a
batch mode, and the results produced after 2 hours and
53 minutes. Each cycle involved reading and parsing the
source and target ontologies, find alignments (if any)
and save and write the results in the common alignment
format in a file. This was repeated 2265 times.

2.3 Case 3: Medical ontologies
This case was the most interesting. The sheer size of
the input ontologies (especially that of FMA), the mod-
elling style of OWL, the conventions used, and the com-
plexity of the paradigm made it an interesting adven-
ture from the research point of view. We report in more
detail about our experiences in section 3.3.

3. GENERAL COMMENTS
Performance tuning and hardware settings: As
we were facing some really large ontologies (i.e., the 72k
classes FMA ontology), we had to do certain optimiza-
tions to the code and to the computer settings in order
to obtain alignment results in acceptable time. We ran
the tests on a stand-alone PC running Microsoft Win-
dows XP operating system, service pack II, 2003 ver-
sion. The PC had 1GB of memory installed (DDR400-
SDRAM), an 80GB Serial ATA hard disk, and a Pen-

80



Figure 2: Web-based Interface for CMS.

tium 4, 3.0GHz processor. We used Java VM (version
1.5.0 04) and we had to do certain configurations to ad-
just the heap size in Java. For example, the standard
Java heap size is 64MB. This was not enough though for
the Web directory and medical ontologies case. In fact,
for the medical ontologies case, the sheer size of the in-
put ontologies (especially that of FMA) forced us to use
a 768MB heap size. Settings lower than this threshold
caused the system to run out of memory.

Parsing and extracting experiences: FMA owl is a
31MB .owl file comprising of 72545 declarations of owl
classes and 100 relations (object and data type prop-
erties). These numbers were obtained when using our
Jena 2.2 API and probably deviate slightly from other
parsers. Parsing and extracting features from the FMA
ontology took 9 minutes and 17 seconds with Java Heap
Size adjusted to 512MB. However, in order to run the
CMS and find alignments with the OpenGALEN we had
to use a 768MB heap size setting. While parsing, Jena
API was complaining about the syntax idioms used.
For example we had a lot of warnings from Jena’s RDF
syntax handler, or the form ”bad URI in qname XXX:
no scheme found”. We elaborate on the reasons behind
this parsing warnings in section 3.3.

OpenGALEN.owl is a 4MB .owl file comprising of 24
declarations of owl classes and 30 relations (as previ-

ously, object and data type properties, and these num-
bers were obtained from Jena 2.2 API). Parsing and
extracting features from OpenGALEN took just a few
seconds. There was no need to adjust the Java heap
size.

3.1 Comments on the results
Different combinations of CMS plug-in matchers per-
form significantly differently due to the nature of bench-
mark test cases. Table 3.1 lists the choice of matchers
with regard to each test cases while Table 3.2 shows
performance values of different matchers4 with regard
to alignment of ontology 303 in case 1, in terms of pre-
cision and recall.

3.2 Discussions on the way to improve the pro-
posed system

CMS is expected to be improved on the following as-
pects: a more sophisticated aggregation mechanism, a
unified alignment representation formalism, and param-
eterised algorithms for class hierarchy distance.

Firstly, as discussed in previous sections, results from
multi-matchers are aggregated as weighted average with
arbitrary weights to start with. Thus far, the weights
are fine-tuned manually relying on the knowledge of the
4Results are obtained with equal weights for matchers.
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CMS Matchers Test Case #

A 103, 201, 210,

A, B 205, 206, 207, 209, 301, 303

A, C, D 225, 228, 233, 236, 239-241, 246, 247,

248-266, 302

A, B, C, D 104, 203, 204, 208, 221, 222, 223,

224, 230, 231, 232, 237, 238, 304

A–Class Definition,
B–Canonical Name,
C–WordNet Hierarchy Distance,
D–Class Hierarchy Distance

Table 2: CMS matchers combinations.

CMS Matchers for #303 Precision Recall

Class Definition (A) 0.6923 0.4736

Canonical Name (B) 0.3243 0.6315

WordNet (WN) synonym 0.06 0.7894

WN Hierarchy Dis (C) 0.24 0.3157

Class Hierarchy Dis (D) 1.0 0.5263

WN synonym + hypernym (E) 0.04 0.8421

A + B 0.9 0.4736

A + E 1.0 0.4736

A + B + E 1.0 0.4736

A + B + D 1.0 0.3684

B + C + D 0.8 0.4210

B + C + D 0.8 0.4210

Table 3: Performance of different matchers for
test case #303.

domain of discourse and the underlying algorithms of
CMS. A more sophisticated approach would hire ma-
chine learning techniques to work out the most appro-
priate weights with regard to different matchers aiming
to solve different sort of mappings. Furthermore, re-
sults from different matchers can be sorted locally first
which could make accumulating results from different
matchers to be reduced to ranking aggregation [2].

Secondly, the heterogeneous nature of different match-
ers – some external matchers produce pairwise equiv-
alence with numeric values stating the similarity score
while others output high level relationships, e.g. same
entity as, more specific than, more general than and
disjoint with expressed in high level languages such as
OWL and RDF – suggests that output from different
matchers has to be lifted to the same syntactical and se-
mantic level. A unified representation formalism equipped
with both numeric and abstract expressivity can facili-
tate the aggregation of heterogeneous matchers.

Thirdly, CMS takes into account the exact position of
classes in the class hierarchy. We would like to develop

algorithms that penalise mapping candidates that are
found to be quite apart from each other, and then prop-
agate their similarity values upwards and downwards
in the hierarchy to their descendants and/or ancestors.
There could also be pre-defined parameters that as we
go up or down the hierarchy we change the similar-
ity values of their descendants and/or ancestors accord-
ingly. We expect that this could reduce the number of
false positive results.

3.3 Comments on the test cases
We do not have any specific comments for test cases on
BibTex and Web directories alignments. However, we
found interesting the last test case, that of medical on-
tologies alignment, and we summarize our experiences
below.

FMA.owl was a different case altogether. The ontology
describes the domain of human anatomy and it aims to
provide ”a reference ontology in biomedical informat-
ics for correlating different views of anatomy, aligning
existing and emerging ontologies in bioinformatics” [6].
However, there are two notable facts regarding the syn-
tactic and modelling idioms of FMA and existing re-
sults from previous efforts in trying to align FMA and
GALEN. As far as the former is concerned, the OWL
version we had to work with was a result of translation
from Protege. Previous work has shown that this result
is not always a faithful representation of the original
FMA Protege model. For instance, it has been reported
that FMA DL constructs are often ill-defined and they
lead to inconsistencies when a reasoner parses the ontol-
ogy [5]. Consistency checking for FMA is an acknowl-
edged problem though, even by its authors: ”[. . . ] feed-
back from these investigators revealed an aggregate of
a few hundred errors, many of which related to spelling
and only a few to cycles in the class subsumption and
partonomy hierarchies.” [6].

Leaving aside this fact of life (as it is natural for an on-
tology that big and so close to human practice to be in-
consistent), we point to a couple of syntactic idioms that
we found interesting when parsing the ontology with our
Jena-based CMS system. Firstly, the rather unusual
use of unique frame IDs for class names (<owl:Class
rdf:ID> constructs) and the textual description of a
class in an rdfs:label construct. We also noticed some
unusual uses of references to frame IDs. For instance,
the declaration of ”arterial supply” as an object prop-
erty: <owl:ObjectProperty rdf:ID="arterial supply"
rdfs:label="arterial supply"> is used in other parts
of the ontology where it refers to a rdf:resource which
points to a different resource:
<arterial supply rdf:resource="#frame 14586"/>.
Tracing that frame ID leads us to a definition of a ”Tis-
sue” class, and not the ”arterial supply”: <owl:Class
rdf:ID="frame 14586" rdfs:label="Tissue">. The
definition of an instance (with frame ID 14586) of an ob-
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ject property (”arterial supply”) that is a class (”Tis-
sue”) could lead to modelling misunderstandings and
confusion (although, syntactically speaking, it is allowed
in some versions of OWL).

Going back to our argument for the notable facts, we
found that previous efforts for aligning FMA to GALEN
reported rather controversial results. For example, in
[7], the authors employed two different alignment meth-
ods to map FMA to GALEN. Despite of the subtle dif-
ferences of OpenGALEN with GALEN, the similarity of
their work with that of the OAEI contest 3rd case study
is high but some of their findings are questionable from
the semantics point of view: for example, it was re-
ported that ”Pancreas” in FMA matches ”Pancreas” in
OpenGALEN with 1.0 similarity value which ”indicates
a perfect match” [7]. When we looked carefully at the
definitions of ”Pancreas” in both ontologies we saw that
”Pancreas” is defined as a class in FMA ( <owl:Class
rdf:ID="frame 12280" rdfs:label="Pancreas">)
whereas in GALEN (OpenGALEN) as an instance of
class ”Body Cavity Anatomy”
<owl:Class rdf:ID="Body Cavity Anatomy">
<rdfs:subClassOf
rdf:resource="#OpenGALEN Anatomy Metaclass"/>
<Body Cavity Anatomy rdf:ID="Pancreas">
Even if OWL semantics allow to map an individual to
a class (when dealing with OWL Full), such an align-
ment is misleading especially when we consider the high
level of abstraction for the ”Pancreas” class in Open-
GALEN. It seems that the ”lexical phase” parsing used
in [7] was the main contributor to this high similarity
value when relatively little structure information was
taken into account. As a final comment on the case, we
also point the reader to observations made by the FMA
authors when trying to validate mapping results and
differences in terminologies with these two ontologies:
”[. . . ]the reasons for the differences have not yet been
explored, but at least some of them may be the different
contexts of modelling. GALEN represents anatomy in
the context of surgical procedures, whereas FMA has a
strictly structural orientation.” [6].

3.4 Comments on the measures
The proposed measures of precision and recall have been
studied and practiced in the NLP community for years
and they are a de facto standard metric for commercial
applications, like search engines. However, we believe
that their adaptation for measuring the performance of
an ontology mapping system is somewhat questionable.
We cannot elaborate fully on our reservations regard-
ing the use of such a metric in this short paper, but we
highlight the main points of our objections: (a) preci-
sion is regarded as hard to implement and reveals the
usefulness of a retrieved document (or hit in a hitlist)
for a search engine. We can’t judge the usefulness of
a found alignment by comparing it with the reference
alignment; (b) neither precision nor recall take into ac-

count the possible applications of the alignments found.
In all the past EON (and this year OAEI) contests, a
set of pre-defined alignments were used as a standard
against which all found alignment were compared. This
does not say anything about the usefulness of the found
alignments, or even of they are complete as the pre-
defined ones can be erroneous. Further to these com-
ments, we would also like to add that the assignment
of numerical values in the range 0.0 to 1.0 does not re-
veal their semantic relevance, but purely a brute-force
algorithmic way of comparing performance. We also
observed a variety of interpretations of precision and
recall metrics by the ontology alignment community.

3.5 Proposed new measures
Devising new measures for assessing the found align-
ments between two ontologies in a universally agreed
manner is a difficult task. We do not see a quick solu-
tion to this problem, but as ontology engineers we can
apply knowledge engineering technologies that encom-
pass as much semantic information as possible; for ex-
ample, we were surprised that the semantically rich def-
initions of OWL for declaring class or property equality
(and inequality) and the universal construct for declar-
ing similarity, are hardly used by the community.

We would also like to see ways of introducing ”application-
driven” alignment metrics where an example applica-
tion (i.e., a Semantic Web service information lookup
engine) will need to access two different ontologies and
the alignments found will need to be used in the appli-
cation in a specific way. Having an application-driven
alignment metric, we can experiment with the notion of
usefulness of alignment in a real world scenario, rather
than doing meaningless number crunching with regard
to found and pre-defined alignments. After all, align-
ment needs to be done in the first place because there
is a real world need for it.

4. CONCLUSION
The 2005 OAEI ontology alignment contest was the
first one that introduced sizeable ontologies and posed
some interesting and challenging problems with respect
to performance, scaling and domain exploration. We
found it a rewarding experience and we look forward to
continue the fruitful exploration of this key field in the
emergent Semantic Web.
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6. RAW RESULTS
All of our results are included in a tabular format in
table 6.3. These results have been the best of the CMS
combinations with different matcher. We report on
those in section 3.1. So, for example, alignments for case
#103 were produced using CMS Matcher A, whereas
alignments for case 225 were produced using CMS Match-
ers A+B+C. A list of all this combibnation can be found
in table 3.2.

6.1 Link to the system and parameters file
Access to the Web-based interface of the CMS system
is provided via www.aktors.org/crosi/cms. We note
that the system is not available in the community for
free distribution yet, due to the legalities of the IPR for
the CROSI project.

6.2 Link to the set of provided alignments (in
align format)

The results of all three cases (BibTex, Web directories,
Medical) are available for download from the CROSI
web site at www.aktors.org/crosi/eon05contest/results.

6.3 Matrix of results

# Name Prec. Rec. Time (s)
101 Reference alignment N/A N/A N/A
102 Irrelevant ontology N/A N/A 108
103 Language generalization 1.0 0.788 88
104 Language restriction 1.0 0.788 159
201 No names 1.0 0.189 70
202 No names, no comments N/A N/A
203 No comments 1.0 0.697 147
204 Naming conventions 1.0 0.605 153
205 Synonyms 1.0 0.230 85
206 Translation 1.0 0.255 82
207 1.0 0.264 88
208 1.0 0.473 149
209 1.0 0.103 84
210 0.818 0.246 74
221 No specialisation 1.0 0.788 129
222 Flatenned hierarchy 1.0 0.724 169
223 Expanded hierarchy 0.962 0.758 316
224 No instance 1.0 0.788 151
225 No restrictions 0.788 0.788 85
228 No properties 0.788 0.788 76
230 Flattened classes 1.0 0.760 161
231 Expanded classes 1.0 0.788 145
232 1.0 0.788 118
233 0.838 0.788 70
236 0.788 0.788 77
237 1.0 0.724 156
238 0.961 0.757 315
239 0.766 0.793 220
240 0.757 0.757 221
241 0.838 0.788 70
246 0.766 0.793 70
247 0.757 0.757 221
301 Real: BibTeX/MIT 1.0 0.363 30
302 Real: BibTeX/UMBC 1.0 0.348 31
303 Real: Karlsruhe 1.0 0.474 328
304 Real: INRIA 0.85 0.566 131
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ABSTRACT
Falcon-AO is an automatic tool for aligning ontologies.
There are two matchers integrated in Falcon-AO: one is
a matcher based on linguistic matching for ontologies,
called LMO; the other is a matcher based on graph
matching for ontologies, called GMO. In Falcon-AO,
GMO takes the alignments generated by LMO as exter-
nal input and outputs additional alignments. Reliable
alignments are gained through LMO as well as GMO
according to the concept of reliability. The reliabil-
ity is obtained by observing the linguistic comparability
and structural comparability of the two ontologies be-
ing compared. We have performed Falcon-AO on tests
provided by OAEI 2005 campaign and got some prelim-
inary results. In this paper, we describe the architec-
ture and techniques of Falcon-AO in brief and present
our results in more details. Finally, comments about
test cases and lessons learnt from the campaign will be
presented.

Categories and Subject Descriptors
D.2.12 [Software]: Interoperability; I.2.6 [Artificial
Intelligence]: Knowledge Representation Formalisms
and Methods; I.5.3 [Pattern Recognition]: Cluster-
ing—Similarity measures

General Terms
Experimentation, Measurement

Keywords
Semantic Web, Ontology Alignment, Mapping, Match-
ing, Similarity Measurement

1. PRESENTATION OF THE SYSTEM

As an infrastructure for semantic web applications, Fal-
con is a vision of our research group. It will provide
enabling technologies for finding, aligning and learning
ontologies, and ultimately for capturing knowledge by
an ontology-driven approach. It is still under develop-
ment in our group. As a component of Falcon, Falcon-
AO is an automatic tool for aligning ontologies. It is
dedicated to aligning web ontologies expressed in OWL
DL [5]. There are two matchers integrated in current
version of Falcon-AO (version 0.3). One is a matcher
based on linguistic matching for ontologies, called LMO,
and the other one is a matcher based on graph matching
for ontologies, called GMO.

1.1 Linguistic Matching for Ontologies
As is known, linguistic matching plays an important
role in matching process. Generally, linguistic similar-
ity between two entities relies on their names, labels,
comments and some other descriptions.

LMO combines two different approaches to gain linguis-
tic similarities: one is based on lexical comparison; the
other is based on statistic analysis.

In lexical comparison, we calculate the edit distance [4]
between names of two entities and use the following
function to capture the string similarity (denoted by
SS ):

SS = 1/e
ed

|s1.len+s2.len−ed| (1)

Where ed denotes the edit distance between s1 and s2 ;
s1.len and s2.len denote the length of the input strings
s1 and s2, respectively.

In statistic analysis, we use the algorithm of VSM [6]
(Vector Space Model) in our implementation. Given a
collection of documents, we denote N the number of
unique terms in the collection. In VSM, we represent
each document as a vector in an N -dimensional space.
The components of the vector are the term weights as-
signed to that document by the term weighting function
for each of the N unique terms. Clearly, most of these
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are going to be 0, since only a few of the N terms actu-
ally appear in any given document. In our scenario, we
construct a virtual document for each of the ontology
entities (classes, properties and instances). The virtual
document of an entity consists of ”bag of terms” ex-
tracted from the entity’s names, labels and comments
as well as the ones from all neighbors of this entity. The
term weighting functions are defined as follows:

TermWeighting = TF ∗ IDF (2)

TF =
t

T
(3)

IDF =
1
2
∗ (1 + log2

D

d
) (4)

In equation (3), t denotes the number of times where
one term occurs in a given document and T denotes the
maximum number of times. In equation (4), D denotes
the number of documents in collection and d denotes
the number of documents where the given term occurs
at least once.

We can gain the cosine similarity between documents
(denoted by DS ) by taking the vectors’ dot product:

DS = N ·N t (5)

It is worthy of note that there are several preparing
steps before calculating term weights, such as splitting
words, stemming and removing stop words.

The two methods described above will both take effect
in ontology matching. In our implementation, we com-
bine them together, and use the following equation to
calculate the final linguistic similarity. Please note that
the parameters in the equation comes from our experi-
ence:

LinguisticSimilarity = 0.8 ∗DS + 0.2 ∗ SS (6)

Currently, we do not use any lexicons in LMO and it is
certain that the use of lexicons may bring some benefits
for matching. We plan to take into account using some
lexicons in later versions.

1.2 Graph Matching for Ontologies
Another important component in Falcon-AO is GMO,
which is based on a graph matching approach for ontolo-
gies. It uses directed bipartite graphs to represent on-
tologies and measures the structural similarity between
graphs by a new measurement. Details of the approach
are described in another paper [3] also presented in the

K-Cap 2005 Workshop on Integrating Ontologies 1.

The main idea of GMO is as follows. Similarity of two
entities from two ontologies comes from the accumula-
tion of similarities of involved statements (triples) tak-
ing the two entities as the same role (subject, predicate,
object) in the triples, while the similarity of two state-
ments comes from the accumulation of similarities of
involved entities of the same role in the two statements
being compared.

Usually, GMO takes a set of matched entity pairs, which
are typically found previously by other approaches, as
external mapping input in the matching process, and
outputs additional matched entity pairs by comparing
the structural similarity.

Our previous experiments showed that GMO were irre-
placeable when there was little gain from lexical com-
parison. In addition, GMO can be integrated with other
matchers. While using GMO approach to align ontolo-
gies, there should be another component to evaluate
reliability of alignments generated by GMO.

1.3 Linguistic vs. Structural Comparability
Given two ontologies to be aligned, GMO always tries
to find all the possible matched entity pairs. However,
how to evaluate the reliability of these matched entity
pairs is still a problem. As mentioned above, another
component is needed to select more reliable matched
entity pairs by using other information. In Falcon-AO,
we use a simple approach to observe the reliability of
matched entity pairs output by GMO, and select more
reliable matched entity pairs to the users. The approach
is based on the measure of linguistic comparability (LC )
and structural comparability (SC ) of two ontologies to
be aligned.

Given two ontologies O1, O2 to be aligned, the linguistic
comparability (LC) of O1 and O2 is defined as follows:

LC =
M√

NO1 ∗NO2

(7)

Where M denotes the number of entity pairs with sim-
ilarity larger than c and c is an experience value; NO1

and NO2 represent the number of named entities in O1

and O2, respectively.

The structural comparability is determined through com-
paring the occurrences of built-in properties used in
the two ontologies to be aligned. The built-in prop-
erties are RDF [2], RDFS [1] and OWL [5] built-in vo-
cabularies used as properties in triples (e.g. rdf:type,
rdfs:subClassOf and owl:onProperty).
1http://km.aifb.uni-karlsruhe.de/ws/intont2005
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We use VSM method to observe the structural compa-
rability. The vectors V1, V2 represent the frequency of
built-in properties used in O1 and O2 and the element
vij denotes the number of occurrence of built-in prop-
erty pj in Oi. The structural comparability of O1 and
O2 is the cosine similarity [7] of V1 and V2:

SC =
V1 · V2

‖V1‖ ‖V2‖

=

∑n
j=1 v1j ∗ v2j√∑n

j=1 v1j ∗ v1j

√∑n
j=1 v2j ∗ v2j

(8)

1.4 Implementation
LMO and GMO are integrated in Falcon-AO. Align-
ments output by Falcon-AO come from the integration
of alignments generated by LMO and GMO. The archi-
tecture of Falcon-AO is shown in Figure. 1.
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Figure 1: System Architecture

Due to heterogeneous ways in expressing semantics and
the inference capability brought from ontology languages,
two ontologies being matched may need to be coordi-
nated by removing some redundant axioms from it or
adding some inferred axioms. So coordination actions
should be taken before using GMO approach. We have
integrated several coordination rules in Falcon-AO. Our
Parser component based on Jena 2 has the functionality
of coordinating ontology models.

As is known, given external mapping as input, GMO
can find additional mapping. The external mapping is
made of two parts: one is the existing mapping pre-
assigned by the system; the other comes from another
matcher. The existing mapping is the mapping be-
tween built-in vocabularies of web ontology languages,
2http://jena.sourceforge.net/

datatypes, data literals and URIs used in both ontolo-
gies. And in Falcon-AO we take the alignments gen-
erated by LMO as the other part of external mapping.
Entities involved in the alignments generated by LMO
are set to be external entities and GMO will just output
mapping between internal entities.

When the alignments generated by LMO and GMO are
obtained, Falcon-AO will integrate these alignments by
observing the linguistic comparability and structural
comparability, following the rules below:

1. We take that linguistic similarity is somewhat more
reliable than structural similarity, and that the
alignments generated by LMO are always accepted
by Falcon-AO.

2. When the linguistic comparability is high and the
structural comparability is low, only alignments
generated by GMO with high similarity are reli-
able and accepted by Falcon-AO.

3. If the linguistic comparability is low, all of the
alignments generated by GMO are accepted by
Falcon-AO. In this case, there is no enough infor-
mation to measure these alignments and we can
only assume that they are reliable.

Falcon-AO is implemented in Java. The implemented
process can be outlined as follows:

1. Input two ontologies and parse them.

2. Run LMO and obtain matched entity pairs.

3. Calculate linguistic comparability and structural
comparability.

4. In the case that linguistic comparability is below
a very low threshold (e.g. 0.01) and the structural
comparability of them is also low, we take that
these ontologies are quite different and Falcon-AO
exits with no alignment.

5. Set external entities of the ontologies according to
the matched entity pairs generated by LMO.

6. Input matched entity pairs generated by LMO into
GMO and form external mapping for GMO. In the
current version of Falcon-AO, all the individuals
of ontologies are specified as external entities and
their similarities are computed by LMO.

7. Run GMO and obtain matched entity pairs.

8. Integrate the alignments generated by LMO and
GMO following the rules described above.

9. Exit with alignments as output.
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1.5 Adaptations Made for the Contest
For anatomy test, FMA 3 ontology and OpenGALEN 4

ontology are not OWL DL. In order to make effec-
tive use of descriptions of entities, we have manually
found some annotation properties and inputted them
into LMO. With the help of these annotation proper-
ties, Falcon-AO can find about 500 more matched en-
tity pairs in addition to other 2000 matched entity pairs
found by a simple version of LMO.

2. RESULTS
In this section we will present the results of alignment
experiments on OAEI 2005 campaign. All the align-
ments output by Falcon-AO are based on the same pa-
rameters.

2.1 Systematic Benchmark Test
We divide all the benchmark tests 5 into five groups:
test 101-104, test 201-210, test 221-247, test 248-266
and test 301-304. We will report the results of align-
ment experiments on these five groups in correspon-
dence. The full results on all tests are listed in section
6.3.

2.1.1 Test 101–104
In tests 101, 103 and 104, the source ontologies contain
classes and properties with exactly the same names as
those in the reference ontologies. LMO can easily get all
the matched entity pairs, and GMO takes little effect.

In test 102, the linguistic comparability of the two on-
tologies is nearly zero and the structural comparability
is low as well. So it could be concluded that the two
ontologies to be aligned are quite different. Falcon-AO
exits with no alignment.

The average performance on test 101-104 is shown be-
low:

Precision Recall F-Measure Time
Average 1.0 1.0 1.0 5s

2.1.2 Test 201–210
We find that each pair of ontologies of these ten tests has
high structural comparability, which means that each
pair of the ontologies to be aligned is quite similar in
structure. Our previous experiments showed that GMO
performed well on these tests even without any addi-
tional external mapping input. In most tests, LMO just
finds a small part of all the matched entity pairs, the
rest are generated by GMO. Since GMO runs slower
than LMO, it takes Falcon-AO more time to find all
matched entity pairs.
3http://sig.biostr.washington.edu/projects/fm/
4http://www.opengalen.org/
5http://oaei.inrialpes.fr/2005/benchmarks/

For test 201, where each of the local name of class
and property is replaced by a random one, LMO can
still find some matched classes and properties due to
the sameness of their labels or comments. With these
matched entity pairs as feed, GMO performs well.

In test 202, names of classes and properties are dis-
turbed and their comments are suppressed. LMO can
only find little mapping. Meanwhile, Falcon-AO still
performs not bad by running GMO. In this test, we find
that it is hard to distinguish many properties purely by
the structure of the ontology, since they have the same
domains and ranges, and never used in other part of the
ontologies. Falcon-AO failed to find correct mapping of
these properties, which makes the result not so well as
test 201.

In test 203, LMO is able to find all the matched en-
tity pairs. Therefore, it just takes Falcon-AO several
seconds to find all alignments.

For tests 204 and 208 with naming conventions, both
the linguistic comparability and structural comparabil-
ity are high. The outputs of the integration of LMO
and GMO are well.

For the synonym tests 205 and 209, due to the fact that
no thesaurus is used in our tool, LMO performs not
so well. There are some errors in the outputs of LMO.
With these errors feed to GMO, GMO failed to perform
well. As a result, the outputs of Falcon-AO may be
weaker than the outputs of using GMO independently.

In tests 206, 207 and 210, ontologies to be aligned are
expressed in different languages. Falcon-AO does not
have a specific matcher that uses a dictionary for word
translation. However, because of their high structural
comparability, GMO in Falcon-AO performs not bad on
these tests.

The average performance on test 201-210 is described
below:

Precision Recall F-Measure Time
Average 0.96 0.95 0.95 63s

2.1.3 Test 221–247
In these tests, the linguistic comparability of each pair
of ontologies to be aligned is very high. Most of the
alignments are found by LMO and GMO takes little
effect. So, it only takes Falcon-AO a few seconds to
align them.

As is shown below, the average performance on these
tests are perfect.
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Precision Recall F-Measure Time
Average 0.99 1.0 0.99 4s

2.1.4 Test 248–266
These fifteen tests are the most difficult ones in all
benchmark tests, since both their linguistic compara-
bility and structural comparability are low. In the case
that the linguistic comparability between two given on-
tologies is very low, Falcon-AO would not call any match-
ers. However, in these tests, there are still some individ-
uals with the same names, which increase the linguistic
comparability. So Falcon-AO will still run GMO inte-
grated with LMO.

Since the ontology pairs to be aligned are quite different
both in linguistics and in structure, our outputs are not
good (with average F-Measure 0.63). Indeed, in some
cases, it is really hard to determine the exact mapping.
For these tests, the time for aligning relies on the size
of two ontologies.

Precision Recall F-Measure Time
Average 0.71 0.60 0.63 60s

2.1.5 Real Ontologies Test 301–304
In these tests, each pair of ontologies has high linguistic
comparability but low structural comparability. This
indicates that the outputs of Falcon-AO mainly come
from the outputs of LMO. Alignments with high simi-
larity generated by GMO matcher are also reliable and
these matched entity pairs should also be output by
Falcon-AO. The average performance on these four tests
is presented below:

Precision Recall F-Measure Time
Average 0.93 0.81 0.86 20s

2.2 Blind Tests
Blind tests consist of two groups: directory test 6 and
anatomy test 7, and they are all real world cases.

Directory
We have got the alignment results on directory test by
using the same set of parameters as the ones for bench-
mark test.

Anatomy
Falcon-AO detects that the FMA ontology and Open-
GALEN ontology in anatomy test are so large that our
GMO could not process them. Therefore, our alignment
result of anatomy test comes only from a simple version
of LMO.
6http://oaei.inrialpes.fr/2005/directory/
7http://oaei.inrialpes.fr/2005/anatomy/

3. GENERAL COMMENTS
In this section, we will summarize some features of Falcon-
AO and the improvement in our future work, some com-
ments about test cases will also be presented.

3.1 Comments on the Results
Our Falcon-AO performs well on benchmark tests 101-
104, 201-210 and 221-247, and the results of test 301-304
are moderate, but on test 248-266, Falcon-AO doesn’t
perform so well. According to the results on these
test cases, we can see the strengths and weaknesses of
Falcon-AO:

Strengths
According to the experimental results, Falcon-AO per-
forms well when the structures of the ontologies to be
aligned are similar to each other or there is much lexi-
cal similarity between the two ontologies. Particularly,
Falcon-AO performs well when the two ontologies have
very little lexical similarity but high structural compa-
rability.

Weaknesses
When there is little common vocabulary between the
ontologies and in the meanwhile the structures of the
ontologies are quite different, Falcon-AO can hardly
find the exact mapping. Furthermore, GMO could not
process very large ontologies, which means that while
aligning very large ontologies, Falcon-AO cannot use
their structural information.

3.2 Improvement of Falcon-AO
From the experiments we have learnt some lessons and
plan to make improvements in the later versions. The
following three improvements should be taken into ac-
count.

1. While expressing the same thing, people may use
synonyms and even different languages. Therefore,
it is necessary to use lexicons to match ontologies.

2. The current version of Falcon-AO did not support
many-to-many mapping. The functionality of find-
ing many-to-many mapping will be included in the
later version of Falcon-AO.

3. Currently, the measure of linguistic comparability
and structural comparability of ontologies are still
simple and an improvement will be considered.

3.3 Comments on the Test Cases
The proposed test cases covered a large portion of dis-
crepancies occurring of ontologies while aligning ontolo-
gies. Doing experiments on these test cases is help-
ful to improving the alignment algorithm and system.
However, there are few tests on real world ontologies in
benchmark tests.
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4. CONCLUSION
While aligning real ontologies, linguistic matching plays
an important role in matching process. Therefore, we
integrate our GMO with LMO in Falcon-AO. From the
experiments, we found that, Falcon-AO performed well
on most of benchmark tests. It is also worthy of note
that most of benchmark tests came from artificially al-
tered ontologies, and more real world ontologies are ex-
pected to be included in benchmark tests.
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No. Precision Recall Time
101 1.0 1.0 4s
102 NaN NaN 6s
103 1.0 1.0 4s
104 1.0 1.0 4s
201 0.98 0.98 105s
202 0.87 0.87 140s
203 1.0 1.0 4s
204 1.0 1.0 22s
205 0.88 0.87 55s
206 1.0 0.99 51s
207 1.0 0.99 51s
208 1.0 1.0 34s
209 0.86 0.86 102s
210 0.97 0.96 68s
221 1.0 1.0 4s
222 1.0 1.0 4s
223 1.0 1.0 4s
224 1.0 1.0 4s
225 1.0 1.0 4s
228 1.0 1.0 3s
230 0.94 1.0 4s
231 1.0 1.0 4s
232 1.0 1.0 4s
233 1.0 1.0 3s
236 1.0 1.0 3s
237 1.0 1.0 4s
238 0.99 0.99 4s
239 0.97 1.0 3s
240 0.97 1.0 4s
241 1.0 1.0 3s
246 0.97 1.0 3s
247 0.94 0.97 3s
248 0.84 0.82 100s
249 0.86 0.86 114s
250 0.77 0.70 7s
251 0.69 0.69 166s
252 0.67 0.67 119s
253 0.86 0.85 80s
254 1.0 0.27 4s
257 0.70 0.64 4s
258 0.70 0.70 162s
259 0.68 0.68 113s
260 0.52 0.48 7s
261 0.50 0.48 8s
262 0.89 0.24 4s
265 0.48 0.45 7s
266 0.50 0.48 8s
301 0.96 0.80 18s
302 0.97 0.67 3s
303 0.80 0.82 39s
304 0.97 0.96 18s
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Raphaël Troncy
CWI Amsterdam, P.O. Box 94079

1090 GB Amsterdam, The Netherlands
raphael.troncy@cwi.nl

ABSTRACT
���� ����� ��		���
�� ��� ������� 
� ��� ���� �����	
�
� ��� ���� ��	����� ����� 
� ��� ���
�
�� �����	���
��������
� ����������� ������ �� ������ �� ��� �����	 ���
��� 	��� �
	�
������ ��� ������� 
� ��� �!����	���� �
�
��� ����� ���"� �
��
#� ����� #� ���� � ��
�� ��������
�
��� ������������
� 
� ��� �������� �������� #� �"����
�
	� ����� �
 �	��
�� 
�� �����	 ��� ��
���� ��� ���"
�
 
�� ������� ��������

1. PRESENTATION OF THE SYSTEM
���� $%�& �� � ���	�#
�" #�
�� �
�� �� �
 ���
	���'
����� ����� �#
 �() 
��
�
����� *����� ���  ��� 	��'
����� +�
������ #��� ����� #������,  ��#��� ��� ����'
���� ��*��� �� ����� 
��
�
����� ��� *��� 	�������
��� 
 ������  � ����� ��� ��������
� 
� ��-����� ������'
*���� �
� ���� �!����	���� #� ���� ���� ���	��
�
�����
��� 	������ ��������' ���� ������*���� ���� � ��# 
���
 ���� 
� ��� ��������� ��� ��� ��	������ 
� ��� �()
�!�
	��

��� ���� �	���	������
� ���
#� �
 ����� ��� �()

��
�
����� ����������� �� ��� ./�012) �����!� 3�����
�� ���� �!��������� ��� �() �4� $%& ��� ��� �����	���
�4� ������ �� �� 5�6� $7&�

1.1 State, purpose, general statement
��� ����
��� �� ��������  � ��� ���� �!������ ��
 '
��	 $8& ���  
��
#� ��
	 
������ ��"� 9):� $�&� ���
���� 
� ����� ������� ��������
�� �
	�
����� �
� *�����
���  ��� ��� 
� 	�������� ��� ���	�#
�" ����	�� ���'
������ ��� �
�	���
���
� ��
�
��� �� $;& ��� �!����� ���

����� ���� ��� 	����
� ��
 ������ 
�
 

���
 �� �� �����
�
�������� �
 ����

�4)2�4 +�����	 �
��	��
����� ��	
���� �	������, ���'
��	 �
 �
�� #��� ��� 
��
�
�� �����	��� ��
 ��	�

���
���������� �� 
��
�
�� �	����� �� � ����� � <
+����=,� #���� � ��� � ��� ������������ ��� �
����
��� ������ 
��
�
����� ��� = �� � *���� ��� 
� �	�����
�����
	���� 
� ��� �
�	>

���� �� � ��

#���� �� ��� �� ��� ������������ ��� �
���� ��� ���'
��� ��������� ��� �������� 	������ 
� ���� ���� �� ����
��� ������ �� 
� ��� �
���� 
��
�
�� �� 	����� 
��
 ���
������ �� 
� ��� ������ 
��
�
��� ��� ��� �
�*���� 	��'
���� ���
������ #��� ���� 	������ �� ���� � ?
�� ���� �
�
���� ������ 	��  � 	����� 
��
 ������� ������ ��'
������ ��� �
��������� @��� #� �
 �
� ��A���� ���� #�
���� � 	������ �
� ����� ������ �������

�������� �#
 
��
�
���� �� ��	� �
������ 
� ����� �����>

%� (� �
�	 � �
��� �� =� ��� ����	��� ��� A������
 ���� 
� ��� A������ 	������� �
� ��� 	������ �����B

�� �
� ���� 	������ ���� �� � ��� #� ����	��� ���
A������ ���� � #���� ���
 ������� 
� ��� = ��  ��
���
�
� ���� ���� < �+��� �� �=,B

7� �� #� ����
� �
	���� ��� �
��� �� = +����� ��� �!'
�
��������� 	���, ��� ���� ��

�� ���  ��� 
���
#� ������  ���� ����������� 
�� *��� ��� 
� 	��'
����� = ����� �����������

C�	���� �
 9):� $�&� #� ����	��� ��� #������+��� �� �=,

� � 	������ �� � ��  � ����� ��-����� ������*���
���� � � � � ���� ���� ������*�� ��� �
	����� � #�����
�+��� �� � ���,� #���� �� ��� ������*��D� ����
!�	���
�

� ��� ���� �� � ��� �
� ���� ������ ������ �� � ��� ��
'
����� � ���" 
� ��� ������ �� �
���� �������� ��� � ����
#� ���� 
� � ���
���� ���� 
� ��� ������*���� ��� � ��� �

� � � � ��� ��� ��
���� �� �
��
#�> �
� � ����� ������
������ �� � ������ ��� �
�'���"�� 	������ 
� ��� �� ���
#����� �� �
�'
��
� �����#���� ������ ��� �
�'���"��
	������ ��
�����  � ��� �� �
�'
��
� ��� �
 
��

�� ��� ��!� �����
�� #�  ���E� ������� ��� ������*��� ����
��� ��������� ���� �� 
�� ���	�#
�"� �� �� #
��� �
�'

92



��� ���� �
	� 
� ���	 �
������ ��� ���	��
�
����� ����

� ��� 
��
�
���� 
���� #���� 
����� ���  ���� 
� �����
��������� +���� ��� ������ 
� ��� �����������,� ��������
#� ��� ���� �����
�  � ����
������ � ��# ������*�� ����
����� ���� ��� ��������� ��� ��� ��	������ 
� 
��
�
��
��*����
�� ��� �!�
	��

1.2 Specific techniques used
��� ���	��
�
����� ������*��� #
�" 
� ��� ��	� 
� ���
�������� +����� 
� ��
�����, ��*��� �� ��� 
��
�
����� ��
�()� ���� ���
���� �� ������*��  � � :.�� ��� ���
���� �
	� ���
����
� ��
������� ��������� �	
�� 
��'
���� ��� ���������� ��
����� 	��  � ���� �
 ��
����
� ��	��'����� �� �����
� 
� � ���
����D� ��	�� ���'
����	
��� 	����������� �� ��� ��� ����
���� ����� ���
�������� ������� �������� 
� ./� ��������� �� ��� �
��
#'
���� #� �
������ ���� ��� ��	� 
� �� ������ �� �����  �
��� ����� 
� ��� ���������� ��
����� 
�  � ��� :.�
����	��� �� ���� ��
����� �� �
� �����*��� ��� �������
���	��
�
����� ������*��� #� ���� �� ���� �
	���� ���
��	� 
� ��� ��������� ����� ���	 +����� ��� 4
���� ���	'
	��� ���
����	 $F&,� �
	���� �
	� ��	������� 	�������
 ��#��� ��� ������ ��	�� +
��� �
#������, ���� ����
��� )���������� ��������$G& +
� ���� ��������,� 
� �
	'
���� ��	������� 	������  ��#��� ��� ������ ��	�� �����
��� (
��?�� ��� ������
��� �����
�����

������
������ �� 
��
�
�� 
���� �
������ �
	� �������'
����� �� �� ���� �
��� �� �
 ��� 	������ ��������' ����
������*��� �
 ������� ��� #����� 
� � 	������  ��#���
�#
 ��������� ��� ��������� 
� �� �() 
��
�
�� ���  �
�������� ����� ��� �
��
#��� �����> #� �
������ +�, ���
�� �� �
� ��� ��	�� ������������ +��, ��� ���� ����� �
�
��� �������� ��
������� ��� +���, ��� ���� �
� ��� ��
��'
	
�� ����������� ��� ��� ����� 
� ��� 
 H��� ��
��������
�
� �!�	���� ����� ��� � ������ �����! 
� $�&� ��� �� �
�'
����� ��� �
��
#��� ����������� >

���������� ��� 	
�� ������������
����� �	
��	 �
�� ���� �� ����	���� �
�������
����� �	��
���� ���


���������� ��� 	
�� ���������
����� ����� ��
����� ����� �������� ��
�
�
��


����� ��� ��!� �������� 	� �
� ��� ��	�� ���������� 
�
#���  � +�
�� ���� �� ����	���� �
������� ���������, ���
	� �
� ��� ��
��	
�� ���������� 
� +���������� ��
�����

��
�
�
�,� ������� ��� #���'"�
#� ������*��� ���� ��
	������ �������� ���� �� ?���� @���� ��� "?? $%%&
���� ����  ��� �	���	����� �� ���� ����� ����� �����

�������� � ��# ������*�� �� � �� �
 ��� ��� ��	������

� ��� �() ��*����
�� #����  ���� ������  � �����
�����!� ���� ��
����
	
 �
	�����
 �� ����� ������ �� ��
$%�&� �� �� ���� �� ��� ���	�#
�" 	 �����
��
�� �������
#� ���� 
� ��� ������*�� ���������� ������
� ������ �

������

� �����������	
�����	

��	�
����

��	
�� � �����

��
���� � ������������� ���
�����
�
 ���� ���������� ������
�� � ��� =� 
� 	������� �� ��'
���	����� ���� ��� �� ����� �� ����� �
 ��� ����������
������*��� ���� ��� ���������� ������*�� ����� 
�� ��� ��'
��������� #��� �
 �!���� =�  � ������ �
	� �� � �� ��
�
 	������ ������� �
 �� �� ������� �� =��

1.3 Adaptations made for the contest
��� ��� ������*��� �������� �����
���� ����  ��� �	���'
	����� �
  � �
	���� �� #��� ��� �����	��� �4��� ����
������ ����� ��������� ������
��� 
�� ���� ���	�#
�"
 ���*�� ��
	 ��� ��� ��������
� ���������� �
� �
	������

�� ����
��� #��� 
���� 	���
���

�
� ��� ����
�� 
� ���� �
������ ��� 
�� ������*��� ����
 ��� ������ ��
�� ��� ���� �
	 ����� (� ���� ����
	��� �
 �����*� ��������
�� ����� #� ��� ����� �����'
�������� �
# ��� ������*��� ��
���  � �
	 ���� �
 �	'
��
�� ��� 
������ A������ 
� �����

2. RESULTS
��� ����� ��
�
���  � ��� ���� ��	����� 
� ��� ��'
�
�
�� �����	��� ��������
� ���������� �� �
	�
��� 
�
����� ���"�� @��
#� #� ������ � ��� ������� 
� ��� ����
�����	 �
� ����� ����� ���"� �� #��� �� ��� ��
 ��	� #�
���� ���
��������

2.1 Task1: benchmarks
��� ������	
�� ����� ��� �����	����  ����	��"� ��'
���� ��
����� �
� ����������� ��� ����� �� #���� ����
�����	��� ���
����	 �� ���
�� ��� #��"� ��"���  ��"
��� ����� 
� ��� ���8 �
����� $%7& ��� �!������� ���	�
����� ���  ���� 
� 
�� ���������� 
��
�
�� ��������� �

��� ���� ����
# �
	��� 
�  � ��
������ ��� � ��	 ��

� ����������� 
��
�
���� 
� ��� ��	� �
	��� �
� #����
�����	���� ��� ��
������ ��� ���� �� �� ������� �
� ����
���" �� ����� �� ��� �����
� G�7�

��� 
������ ��
�� 
� ���� �
� ���� ���" �� A���� �

�
+��� ��� �� ��  ��
#,�

����� 4���� .���

%!! ��FG %���
�!! ��I� ��G7
7!! ��F7 ��G8
3'2��� ��I7 ��GG

3
#����� ���� ��� �

� ����
�	���� �
� ��� �����
��! ��� ����  �� ����
�	���� �
� ��� ����� �G!� ��'
������� ��� ���	��
�
����� ��� 	������'��������  ����
������*��� ���� #�
�� ����� �
 
�� ���������� ������*���
����� 	
�� 
� ��� ���� ���� �� ����� ������*��� ����
 ��� ������� �� ����� ������ ��� ���������� ������*��
�� ���� �
� � �� �
 �
����� ������ ���� �-��� ��� ����
���
 #�
�� �����	����� �� �� ��� ������� ���� #���� ���
��������
����	�����
���������	��

93




���� ������*��� ��
���  � ���� 
- ��� ��� ����������
������*�� ��
��� #
�" ��
���

2.2 Task2: directory
��� ��
����
� 
�	
 ��

� �	�� �
������ 
� �������� #� 
����� ������
��� �� �� 	
�� ���� �#
 ��
����� ���	��'
���� ������ ����� ����� ���  ���� �� ��� ����� ���� ���
�!������ �����	���� ��� �
� "�
#� �� �������� ����
������� �
 �
	���� ��� �����	���� �
� ��� 
� ���	 �� �
�
��� ��	� 
� � 
�� %% 	������ 
� � �
�	�� 4� ����
��

2.3 Task3: anatomy
��� 	�	���� 
�	
 ��

� �	�� �
���� ��� �
	��� 
�  
��
����
	� ��� �
������ 
� �#
  �� 
��
�
���� #��� �� ��'
��
!�	��� ��
� 
� ������� %�" ������� ��� ������� �

��

� ������
��� ���� ���� #�� ������� ��� ������� 
�� ���

�� ���� �����	 ��� �
�  ��� � �� �
  ���� ��� �
	'
������
� 
� ��� �����	����

��� 	��� ��
 ��	 �� ��� ��
� 
� ��� �2� 
��
�
�� �����
��� 12) ������ ����
� �
�� ��� ���� 
��
�
�� ��� �����
�
� ��� �� ����
� ��
 ��	� 3
#����� #� �
���� ���

���� ���� 
��
�
�� �
������ �
	� �	��� 	����"��>

� ��� ��������� ���� ���� 	
��� 	����� � � � � ��� �
�
��*���B

� � �������� ��
����� �
������ �� ���
� ����� ���
����� 
� ��� �����
 ����� ��� �
������ � ����� #����
�� �
� ������ ��� �
����� ��*����
� 
� ���� ��
�'
���� ��
���  �>

���	��
�
������������
����
��� 
� �� ����� !"� � 
���
�����	
��	�� 
� �� ����� !"� � 
���#

��������$
�� ��������������%����&'��������(#
�������
��� ��������������%)��&���	�
��(#

�(��	��
�
������������#

���� ����� 	����"�� ����  ��� �
�������� ��� �2� 
�'
�
�
�� ���  � ��������� #��� �� ./� �������  �� ���
������ �������� �� ��� �����	��� �4� �� �
� � �� �
 ����
#���� ���� ���������� ���  �������� 
� ��� �����	���
�
	������
�  � �����

3. GENERAL COMMENTS
3.1 Comments on the results
�� #� ���� ���� �� ��� �����
�� �����
�� ��� ����
���	�#
�" ��  ���� 
� ��	��
�� ������*���� ���� 
�
���	 ��� �
 ������� �
	� 	�������  ��#��� ��� 
��
�'

�� �������� ��� ����� ��������
�� ��� ���� �
	 �����
C
	� ������*��� ��� ���
����  ���� 
� ��� �� ��� ��'
������ �
 ��� �������� +���	��
�
�����,� ������
��� ����
����
�	�� ���������� #��� #��� �� ��� #��� ����������
��� 	������ ��������' ���� ������*��� ��� ��� ��� ����'
������� 
� ��� 
��
�
���� �� ���� �
������ ��� 	��� �	'
��
��	��� 
� 
�� ����
��� �� ���� ��� ���������� ������'
*�� #���� �� � �� �
 ����� �#
 
��
�
���� �
���� 
� �����

��	������� ��� #���
�� ��� �������� 
� ����������� 
�
���� �� ����

�������� ��� �
	 �����
� 
� ��� ����� ������*��� ���� 
�
	��� ��-����� �������� ��� ����  ������ ��� ��E�����

� ���������� ��������� ���� 	�!�� ����
��� ���� �

������� 
� ����� ���� +������ �� ��� �� ��� ��� ���������

� �
�, ���� �� #� ����
�� ��� 
� � ����� ��
������
�
	������

��� 	��� #��"���� 
� ���� �� ������� ��� �
	������
�
��	�� )�"� #� ���� ���� �����
����� 
�� ����
���  �����
�
 �
�	 �
	� �
��� �� = ����� �
� ���������� ��� #�����

� ���� 	������ ����� ���� �
������ ��� ��������
�

� 	

 �
��� �� = ����  ��
	�� A���"�� � �������� �����
����� ���� ��	 �� ���  � ���� +�!�
��������� 	���,
$%�&� (� ���� ��������� ���� ��
 ��	  � �	���	������
�
	� ����
!�	���
�� ��� 	
�� �Æ����� �
� ��������
��� ����� ������ �� � �
��� 	�!�	�	 ���������� (���
�
�	��� � = ���� #� �
������ *����� � ����� ��
	 ���
*��� 
��
�
��� ��� ������ ��� ��� �������� +������� ���
��
�������, ���
���� �� ��� ��
���� ��*����
�� (� �

��� ��	� �
� ���� ������� 
� ��� ���
�� 
��
�
�� ��� #�
�������� ��� ����� �	��� = ���� �
� ��������� ���  ��� 
���
(� ������� ���� ��
���� 
��� ��� ��� �������� ������
���
�������� ���
# �� �
 ��������� ��� �
��������� 
� 
��
����
��� +���� ��� 
���� 
� ��� ������� �
�������� ���
�
 �����*�����,�

3.2 Discussions on the way to improve the pro-
posed system

�� ������ #
�"� #� ��� �
	� ��������� �
����� ����'
��
��� ������*��� ����� 	
�� ���	��
�
����� ���
����� ���
 � �������� �� ��� ���	�#
�"� ��� ��� ��������� �����
�	���	������
�� #���� ��� �-���������� 
� ��� 	������
�������� ���� �
���  � �	��
��� ����� 
���� 	�������
��"� ��� J)'��������� (���� �
 *� ��# ������*��� ���


�� 	
��� �� ���������
�#��� ���
���������� �����������
*����� 
�� ��� 	
�� ����
������ 
�� 
� � �
	 �����
�

� ���	 �� A���� 	
�� ��Æ����� �� ��� ������� 	
��
�������� ��
��� ����  � �����
��� ��� ��������� �
 �	'
��
�� ��� 
������ A������ 
� ����� �������	
��� ���
����
���������� 
� ���� ������*�� �
���  � ������� ���
��������
��

3.3 Comments on the test cases
�� �� ��#��� ��Æ���� �
 ������ �

� ���� ������ ���
 ����	��"� ����� ��
��� �
��� ��� #����� ����� 
� ���'
���������� 
�������� #��� ������ �#
 
��
�
����� �
�
��� ����� #���� � �
� 
� �������� #��� �!�������� �������
�� ��� ��	� ��	�� ���� �� ������� ���� �

��  �� ���� �
	��� �� ����"��� �
 
���� �� ���� ������ �� ��� �
�������
�� ��� ���� #
��� �������
� �� ���������  � ��� ���� �
��
���� ������ ���� ����
�	� A���� �

��

4. CONCLUSION
�� ��� ��	 �� 
� C�	����� (� ���������
�� �� ��
#'
��� �������� 	��� ���������� 
��
�
���� ��� �������� ���

94



�����
�	��� 
� ���
	���� �

�� �
� 
��
�
�� �����	���
#���  � 
� ������� �	�
������� �� ���� ������ #� ����
��������� ��� ������� �
� ��� ���� ��	����� 
� ��� ��'
�
�
�� �����	��� ��������
� ���������� 
� 
�� �
�	��
���	�#
�" �
� 
��
�
�� 2�������� #���� �
� ���� #�
���� ��	�� 
2�� ���� ��-����� ������*��� �
 ����	���
��� A������ 
� � 	������� ?
��� �� ��� ������*�� #����
���� ��� ��������� 
� ��� �() �
�������� ��� ���� ���
��	������ 
� ��� �������� ��*��� �� ��� 
��
�
����� (�
���� �	���	����� ��� #�
�� ���	�#
�" ��� #� �
�'
����� �
 �������� �� 
� �����������  ����	��" �����
���� ���� ��� 
��� ��
�����  � ���� �
������

5. REFERENCES
$%& @����
���� C�� 6
�
� .�� )
��� 4�(�> �

"��� ���
C�	����� (� #��� ��� �() �4�� �� ���

����
�	����	
 ���	���� ��� �����
���� ����� !"#�
C��� �� ������� ��
����� :C�� ���7� G�FKG;��

$�& /
��� ��� 2�������� 5�� /��	��"��� .��
/
	���
�� 4�� 3������ ��> )������� �
 2����
���
�
���� 
� ��� C�	����� (� � ��� 6)/@
5
������ ��+8,� ���7� 7�7K7%F�

$7& ��
����� 5�> �� �4� �
� 
��
�
�� �����	���� �� "��

����
�	����	
 ���	���� ��� �����
���� ����� !$#�
3��
���	�� 5����� ���8� GFIK;%��

$8& ������ .�� J
������� 4�9�� 2����� .�5�� 4
��� )�>
/��� �!������> C�	������ ��� L���� ���#������
�� %
� ����
�	����	
 �����
���� �� &	�	�	�� '���
�
���&' !"#� C������ ������ ���7� ��;K��8�

$�& 3
��
�"�� ��� 4����'C��������� 4���� ��� 3��	�����
��> ��
	 C3�L ��� ./� �
 �()> ��� 	�"��� 
� �
#� 
��
�
�� ��������� 5
����� 
� (� C�	�������
�+%,� ���7� ;K�G�

$G& )����������� 6���> @����� �
��� ���� �� 
�
�
�������� ������
��� �������
��� ��� ����������
/
"���� �"���	�� ?��" CCC.� ���+8,>I8�KI8I�
%FG� +.������,� ������� ���������
� �� C
����
4������ /
"����� ��+I,>;�;K;%�� %FGG�

$;& ?
����	���� 3�� C�������� :�> �4)2��> �
��
 � ������� ����
��� �
 ����	� 	�������� �� �(
�

)�
���	� �����
���� �� ����
�	���� *��
��+	

�)��* !,#� C������
 �� �
	�
������ C����� �����
I%KF��

$I& �()� (� ���
�
�� )������� .�������� 6����
�
%��� (7� .��
		������
�� %� �� ����� ���8�
��������������������������
��

$F& 4
����� 2���> �� ���
����	 �
� ��Æ! ����������
4�
���	� ��+7,� %FI�� %7�K%7;�

$%�& ./�� .���
���� /��������
� ���	�#
�" 4��	��
(7� .��
		������
�� %� �� ����� ���8�
�����������������������������
��

$%%& C� �������� ��> 2������ �������� �� ���
	����
��!� �����
��
���
�� ��2 �
	����� C������� ��+%,�
����� %K8;�

$%�& C�������� :�� ��
���� .�> 
2�4> �
	 �����
������*��� �
� �������� ���
	�������� �()
���
�
����� �� -
� ����
�	����	
 �����
���� �� ���
����
�	���� ������� )������
��� ����) !,#� ?�#
M
�" ����� ?�# M
�"� :C�� �����

$%7& C���� M�� �
���
� ��� ��
����� 5�� 3������ �� ����
���
"�� ����
�	����	
 ��
����� �� )+	
�	���� �� .���
���/
�	��� '��
� �).0 !$#� 3��
���	�� 5����� ���8�

6. RAW RESULTS
6.1 Link to the system and parameters file
��� ���� �����	 �� ������ �� ��> �����������������
����������������

�� ���  � ��� #��� ��� �
		���>

���� ���� �������� �� �������� �� ����������
�� ���� ��!���� ��� ���"���� �������"����

#����>

� ������ ��> ������������"#��$��������B

� 
����
�
 ��> ��������������
�������������
����������%
!%�������&������'B

� 
���
�1�
� �� ��� ��	� 
� ��� ������ *��B

� ���
��.��� ��� �	
���.��� ��� ��� � �
���� :.��

� ��� �
���� ��� ��� ������ 
��
�
���� �
 ������

6.2 Link to the set of provided alignments
��� ��� �����	���� �
	����� �
� ���� ��	����� ��� �����'
� �� �� ��� �����	��� �
�	�� $7& ��> �����������������
���������������"$(���

95



6.3 Matrix of results
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ABSTRACT
Among the variety of alignment approaches (e.g., us-

ing machine learning, subsumption computation, for-
mal concept analysis, etc.) similarity-based ones rely
on a quantitative assessment of pair-wise likeness be-
tween entities. Our own alignment tool, OLA, features
a similarity model rooted in principles such as: com-
pleteness on the ontology language features, weighting
of different feature contributions and mutual influence
between related ontology entities. The resulting similar-
ities are recursively defined hence their values are cal-
culated by a step-wise, fixed-point-bound approximation
process. For the OAEI 2005 contest, OLA was provided
with an additional mechanism for weight determination
that increases the autonomy of the system.

1. PRESENTATION OF THE SYSTEM
OLA (for OWL-Lite Alignment) is an open-source tool
jointly developed by teams at University of Montréal
and INRIA Rhône Alpes. It features similarity-based
alignment and a set of auxiliary services supporting the
manipulation of alignment results [5, 6].

1.1 General purpose statement
The primary goal behind the OLA tool design is to per-
form alignment of ontologies expressed in OWL, with a
short-term emphasis on OWL-Lite and long-term one
on OWL-DL. However, its GUI component, VisOn1

allows for many other services involving alignments (in
the sense of [4]) to be accessed.

1.1.1 Functional specifications
From a mere algorithm for automated alignment con-
struction, OLA has grown for the last year to an en-
1see http://www.iro.umontreal.ca/∼owlola/

vironment for alignment manipulation. Indeed, in its
current version, the system offers, via its GUI compo-
nent VisOn, the following services:

• parsing and visualization of OWL-Lite and OWL-
DL ontologies,

• computation of similarities between entities from
two ontologies,

• extraction of alignments from a pair of ontologies,
provided with a set of similarity matrices, one per
category of ontology entities (see below),

• manual construction of alignments by composing
entity pairs from two ontologies,

• use of an existing (partial) alignment as a seed
for automated alignment construction (alignment
completion),

• alignment visualization,
• comparison of two alignments.

In the remainder, the focus will be limited to the auto-
mated alignment construction with OLA.

1.1.2 Principles of the alignment in OLA
The following fundamental principles underly the de-
sign of the three key mechanisms in OLA, internal rep-
resentation of the ontology, similarity computation and
alignment extraction, that are involved in the global
ontology alignment process:

All-encompassing comparison : We tend to believe
that all the available knowledge about a pair of on-
tology entities should be taken into account when
aligning. This does not exclude the possibility of
ignoring particular aspects, i.g., OWL instances
in case of OWL class comparison. However such
a choice should be deliberately made by the tool
user, here through appropriate weight assignment,
or, if performed by an automated mechanisms,
should reflect some particularity, either of the en-
tire ontology (e.g., global absence of instances in
both ontologies) or of the pair of entities at hand
(e.g., local absence of instances in the pair of classes
to be compared).
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Highest automation level : Although we recognize
that the entire alignment process often needs to
be set on a semi-automated basis, we nevertheless
argue in favor of a completely automated process
for ”draft” alignment generation. Thus, we see the
OLA user providing a minimal set of parameters
at the initial steps of the process whereas the tool
will suggest one or more candidate alignments at
the end, without any other human intervention.

Category-dependent comparison : Following the syn-
tactic structure of the OWL language, entities are
divided into categories, e.g., classes, objects, prop-
erties, relations, and only entities of the same cat-
egory are compared. Moreover, the entities of a
category are compared using similarity functions
of the same basic shape. The respective category
functions comprise the same factors and the same
weights. They are further customized for each pair
of category entities by projecting them over the ac-
tual feature space of the entities (which may be far
smaller than the complete space of the category).

Comparability of similarity results : To enable com-
parison of similarity scores between different align-
ment tasks but also for some computational rea-
sons, a set of useful properties is insured for the
similarity functions: normalization, positiveness,
maximalness2, and symmetry3.

1.1.3 Current limitations
• Although it would be of certain value for align-

ment, OLA currently offers no inference mecha-
nisms that could help complete the entity descrip-
tions. In particular, inheritance is not used to ex-
pand entities, mostly out of efficiency considera-
tions.

• Although neighborhoods play crucial role in the
similarity definition, two neighbor entities are not
necessarily affecting each other’s respective simi-
larities to a pair of other entities. As only descrip-
tive knowledge is taken into account, given two
such entities, say e1 and e2, for e2 to appear in
a similarity expression for e1, it should be consid-
ered as part of the description of the latter. For
instance, a data type is not seen as being described
by a property whose range the datatype repre-
sents. Consequently, datatypes are compared in
an ontology-independent manner.

• Category borders are not similarity-permeable: Only
entities from the same category are compared for
similarity and hence for alignment.

1.2 Specific techniques used
2With normalization, this amounts to forcing scores of 1 for
identical entities within identical ontologies
3The price to pay for symmetry is the impossibility of de-
tecting subsumption by this purely numerical procedure.

OLA features an alignment process that splits into three
basic steps: constructing the intermediate representa-
tion of the compared ontologies as labeled graphs, com-
puting the similarity of each pair of same-category en-
tities from the respective ontology graphs, extracting
an alignment from the similarity matrices for each cat-
egory.

1.2.1 OL-Graph construction
OL-Graphs are graph structures that provide an easy-
to-process inner representation of OWL ontologies. An
OL-Graph is a labeled graph where vertices correspond
to OWL entities and edges to inter-entity relationships.
As described in [6], the set of different vertex categories
is: class (C), object (O), relation (R), property (P ),
property instance (A), datatype (D), datavalue (V ),
property restriction labels (L). Furthermore, we dis-
tinguish between datatype relations (Rdt) and object
relations (Ro), and between datatype properties (Pdt)
and object ones (Po).

The OL-Graph model allows the following relationships
among entities to be expressed:

• specialization between classes or relations (denoted
S),

• instanciation (denoted I) between objects and classes,
property instances and properties, values and datatypes,

• attribution (denoted A) between classes and prop-
erties, objects and property instances;

• restriction (denoted R) expressing the restriction
on a property in a class,

• valuation (denoted U) of a property in an object.

The OL-Graph of an ontology is built after the ontology
is parsed4. The process of OL-Graph construction is
described in [8].

1.2.2 Similarity model
The similarity functions used in OLA are designed in
a category-specific manner and cover all the available
descriptive knowledge about an entity pair. Thus, given
a category X of OL-Graph nodes, the similarity of two
nodes from X depends on:

• the similarities of the terms used to designate them,
i.e., URIs, labels, names, etc.,

• the similarity of the pairs of neighbor nodes in the
respective OL-Graphs that are linked by edges ex-
pressing the same relationships (e.g., class node
similarity depends on similarity of superclasses, of
property restrictions and of member objects),

• the similarity of other local descriptive features de-
pending on the specific category (e.g., cardinality
intervals, property types)

4So far, we use the OWL API [1].
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Funct. Node Factor Measure

SimO o ∈ O λ(o) simL

a ∈ A, (o, a) ∈ A MSimA

SimA a ∈ A r ∈ R, (a, r) ∈ R SimR

o ∈ O, (a, o) ∈ U MSimO

v ∈ V , (a, v) ∈ U MSimV

SimV v ∈ V value literal type dependent
SimC c ∈ C λ(c) simL

p ∈ P , (c, p) ∈ A MSimP

c′ ∈ C, (c, c′) ∈ S MSimC

simD d ∈ D λ(r) XML-Schema
SimR r ∈ R λ(r) simL

c ∈ C, (r, domain, c) ∈ R MSimC

c ∈ C, (r, range, c) ∈ R MSimC

d ∈ D, (r, range, d) ∈ R SimD

r′ ∈ R, (r, r′) ∈ S MSimR

SimP p ∈ P r ∈ R, (p, r′) ∈ S SimR

c ∈ C, (p, all, c) ∈ R MSimC

n ∈ {0, 1,∞}, (p, card, n) ∈ R equality

Table 1: Similarity function decomposition
(card = cardinality and all = allValuesFrom).

Datatype and datavalue similarities are external to our
model and therefore they are either user-provided or
measured by a standard function (e.g., string identity
of values and datatype names/URIs).

Formally, given a category X together with the set of
relationships it is involved in, N (X), the similarity mea-
sure SimX : X2 → [0, 1] is defined as follows:

SimX(x, x′) =
∑

F∈N (X)

πX
F MSimY (F(x),F(x′)).

The function is normalized, i.e., the weights πX
F sum to

a unit,
∑
F∈N (X) πX

F = 1. for the computability The
set functions MSimY compare two sets of nodes of the
same category (see [6] for details). Table 1 illustrates
the set of similarities in our model.
Following the lessons learned with our participation in
the EON 2004 alignment contest [?], we have adapted
the above measure to fit cases where particular pair
of entities is described only by a small subset of the
entire set of category descriptors. Thus, a descriptive
factor is ignored for similarity computation whenever
neither of the compared entities possesses a neighbor
with the underlying link label (e.g., no instances for a
pair of compared classes). In this case, not only its
weight is set to 0, but also the weights of the remaining
”active” factors are increased correspondingly. To scale
that principle up to the entire set of descriptive factors,
the following simple mechanism has been realized in
OLA: In order to keep both normalization and equity
in similarity values, the weights of all non-null factors
for a given entity pair are divided through their sum.
Thus, for a category X, the similarity measure Sim+

X :
X2 → [0, 1] becomes:

Sim+
X(x, x′) =

SimX(x, x′)∑
F∈N+(x,x′) πF

where N+(x, x′) is the set of all relationships F for
which F(x) ∪ F(x′) 6= ∅ 5.

OLA relies on various functions for identifiers compar-
ison. Both string distances and lexical distances are
used. Lexical distances rely on an exploration of Word-
Net 2.0 [7] with a quantitative assessment of the “relat-
edness” between two, possibly multi-word, terms. More
specifically, the degree of relatedness between two Word-
Net entries is computed as the ratio between the depth,
in graph-theoretic sense, of the most specific common
hypernym and the average of both term depths. The
computation of multi-word term similarity consists in
first splitting the terms into a set of tokens each and
then comparing all possible pairs of tokens from oppo-
site sets using the above depth-based principle. The
global term similarity is then computed as a similarity-
based matching between both sets (see above).

As circular dependencies are impossible to avoid with
the above definitions, the computing of the similarity
values requires non-standard mechanisms. Following [2,
9], an equation system is composed out of the similar-
ity definitions where variables correspond to similari-
ties of node pairs while coefficients come from weights.
The process of iterative, fixed-point-bound resolution
of that system, as well as the related convergence and
determinism issues are described in [6].

1.3 Implementation
OLA is implemented in Java. Its architecture follows
the one of the Alignment API and the recent implemen-
tation that was described in [4]. OLA relies on the OWL
API [1] for parsing OWL files. An entire subsystem is
dedicated to the onstruction of OL-Graphs on top of the
parsed ontologies. A set of further components that of-
fer similarity computation services: substring distances,
edit distances, Hamming distance, WordNet interface
(via the JWNL library [3]), etc., that were originally
designed for OLA are now part of the Alignment API.
The VisOn GUI component offers a uniform interface
to all services provided by Alignment API and OLA.
In particular, it visualizes both the input data, i.e., the
OL-Graphs, and the final result, i.e., the alignment file,
of the global process.

1.4 Adaptations made for the contest
Along the preparation of the AOEI 2005 contest, a row
of changes have been made to the system in order to
make it fit the complexity of the alignment discovery
task. The most striking one is the introduction of a
weight-computing mechanism that eliminates the ne-
cessity for the tool user to provide initial weights and
hence makes a significant step towards full automation
of the alignment process.
5That is, there exists at least one y such that (x, y) ∈ F or
at least one y′ such that (x′, y′) ∈ F .

99



1.4.1 Weight computing mechanism
As it is far from obvious for novice users how to weigh
the different similarity factors, we initiated work on in-
corporating a weight computing mechanism within the
system. The intended mechanism is both intuitive and
effective so that alignment practitioners with various
skill levels could find a match for their knowledge and
experience. So far, we used a simple heuristic method
that, according to the obtained results, performs rea-
sonably well. The basic idea of the method consists
in distributing the weights among similarity factors in
the generic similarity function of a node category ac-
cording to the relative importance of the corresponding
category in the entire ontology. That is to say we use
the average number of links of the corresponding type
per entity of the category at hand. For instance, the
greater the number of super-class links in the ontology,
the higher the weight of the super-class factor in the
class similarity formula.

1.4.2 Similarity measure for entity names
OLA uses two alternative modes of comparison for en-
tity names (URIs, labels, etc.): a string measure6 (a
default) and a lexical similarity measure that relies on
WordNet 2.0 (see above).

The highly sophisticated lexical similarity measure that
was used in OLA for the EON competition has been re-
placed by a simpler but more purposeful one. Indeed,
the initial function compared multi-word terms on three
separate axes: nouns, verbs and adjectives, as provided
by WordNet 2,0. Such comparison seemed appropriate
for cases where the meanings of a word fall in more
than one part-of-speech category. The inter-word simi-
larities on each axis were aggregated by an independent
best-match computations while the three resulting val-
ues were further combined to a single one via a weighted
sum.

The new measure trades separate matchings on speech-
part-wise basis to a single global matching along entry
similarities that aggregate all three possible aspects of a
word. Thus, the words are compared to each other with
all possible meanings and the highest similarity over a
single pair of meanings is taken for the words.

For the OAEI competition, as we had to rely on a fixed
parameter set for the entire collection of tests, we have
chosen to force the use of the string distance. Indeed,
it showed better performances while being much more
efficient than the WordNet-based computation.

Nevertheless, the improved lexical similarity was not
completely discarded: it is currently used as a pre-
processing tool that helps decide automatically the dis-
tribution of weights among similarity factors.

6subString distance provided by the Alignment API

1.4.3 Minor adaptations
Following experiences from EON 2004, a set of simple
but decisive modifications have been applied in order
to prevent the precision leak in the tests. First, the
instances have been excluded from the alignments by
default, although the possibility is given to the user
to reverse this choice. Then, entities external to the
ontologies at hand have also been excluded from the
alignment (but not from the similarity computation).
Finally, one-to-one alignment production has been en-
forced in OLA to increase the potential recall of the
resulting alignment.

2. RESULTS
The comments are grouped by test categories.

2.101 Tests 10X
OLA performed very well on the tests of this group.
This seems to be due to the fact that while the lan-
guage varies along the individual tests of the group, the
basic ontology entities involved in the similarity compu-
tation remain unchanged with respect to the reference
ontology.

2.102 Tests 2XX
The performances of the algorithm seem to suggest that
three sub-groups of tests can be distinguished. The first
one comprises the tests 21X, 22X, 23X and 24X, with a
small number of exceptions where the performance have
been:

• Quite good: This is the case of tests 201, 202,
with random class names. The random names
were putting a strain on the ability of the algo-
rithm to propagate similarity along the network of
node pairs. Obviously, our technique needs some
improvements on that point.

• Satisfactory: In the case of tests 248, 249, there
is a combination of missing (or random) names
with one other missing factor. For tests 248, 249,
the missing factors are hierarchy (sub-class links)
and instances, respectively. Both play important
role in similarity computation of classes, whenever
these are stripped of their names as is the case
with these two ontologies. Hence the sharp drop in
precision and recall with respect to the preceding
tests.

• Weak: The notorious failure here have been the
tests 205, 209, which are the only ones to use of
synonymous names in the ontology entities (with
respect to the intial ontology). As WordNet has
been plugged-out of the similarity computation,
these results are not surprising.

The second groups is made of the tests 25X. Here OLA
performances varied substantially: from extremely poor
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(254) to satisfactory (252, 259).

The last five ontologies of the group, the 26X ones, have
proven to represent a serious obstacle for OLA. The
performances of the system here were poor to very poor.

2.103 Tests 30X
The real-world ontologies of the group 30X made OLA
perform in an unimpressive way. We believe that this
is due to the fact that string similarity was systemati-
cally used as identifier comparison means. Indeed, ten-
tative runs with WordNet as basis for name similarity
yielded way more precise alignments on that group. Un-
fortunately, they also brought down the overall statis-
tics from the entire test set such as mean precision and
mean recall. Hence the choice of the WordNet-based
lexical similarity for a default name comparison means
has been dropped.

3. GENERAL COMMENTS
3.1 Comments on the results
The results show a substantial progress has been made
since the EON 2004 alignment contest. With respect to
the performances of OLA at that forum, we made a big
leap amounting to about 25% in both mean precision
and mean recall.

Nevertheless, we see that a vast space for improvement
lays ahead of our project. The weaknesses of the current
similarity mechanisms can be summarized as follows.
First, the tuning of the algorithm is still a rigid pro-
cess. Indeed, while the weights can now be computed
following a specific footprint of the ontology, a mecha-
nism for the choice of a particular name similarity on
the same basis has yet to be defined.

Second, although we take into account the biggest possi-
ble amount of knowledge about entities, there are sources
of similarity that have been ignored so far, in particular
entity comments.

3.2 Discussions on the way to improve the pro-
posed system

Besides expanding the lexical processing to comments
in entities and providing a flexible decision mechanism
for the choice of the default name similarity, a possible
improvement of the system will be the integration of a
learning module for weight estimation. As for similarity,
the biggest challenge here is to define the representation
of the input data, i.e., the descriptors of the entries for
the learning algorithm.

Another research track would be the definition of an
optimal matching algorithm. In fact, the current proce-
dures are sub-optimal in the sense that they only chose
local optima for each aligned entity. Consequently, as
strict 1:1 matchings are to be produced, a single bad

choice could easily generate a chain of wrong alignment
decisions and thus negatively impact the performances
of the tool.

3.3 Comments on the experiment
Two months during summer period is definitely too
short to run shuch an experiment.

4. CONCLUSION
In its latest version, OLA has proven a more robust
tool for alignment than it was a year before. While
the difficulties with real-world ontologies persist, the
progress on noisy ones has been substantial.

The next key topic of the research around OLA will be
the automation of the weight computation for a specific
pair of ontologies.

5. RAW RESULTS

5.1 Link to the set of provided alignments
A .zip archive of all the contest results is available at
the following URL:

http://www.iro.umontreal.ca/∼owlola/OAEI.html

5.2 Link to the system and parameters file
A similar archive with the parameters and the .jar files
used in the contest-related experiments is available at
the following URL:

http://www.iro.umontreal.ca/∼owlola/OAEI.html

5.3 Matrix of results
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# Name Prec. Rec. Time
101 Reference alignment 1 1
103 Language generalization 1 1
104 Language restriction 1 1
201 No names 0.71 0.62
202 No names & no comments 0.66 0.56
203 No comments 1 1
204 Naming conventions 0.94 0.94
205 Synonyms 0.43 0.42
206 Translation 0.94 0.93
207 0.95 0.94
208 0.94 0.94
209 0.43 0.42
210 0.95 0.94
221 No specialisation 1 1
222 Flatenned hierarchy 1 1
223 Expanded hierarchy 1 1
224 No instance 1 1
225 No restrictions 1 1
228 No properties 1 1
230 Flattened classes 0.95 0.97
231 1 1
232 1 1
233 1 1
236 1 1
237 0.97 0.98
238 0.99 0.99
239 0.97 1
240 0.97 1
241 1 1
246 0.97 1
247 0.97 1
248 0.59 0.46
249 0.59 0.46
250 0.3 0.24
251 0.42 0.3
252 0.59 0.52
253 0.56 0.41
254 0.04 0.03
257 0.25 0.21
258 0.49 0.35
259 0.58 0.47
260 0.26 0.17
261 0.14 0.09
262 0.2 0.06
265 0.22 0.14
266 0.14 0.09
301 Real: BibTeX/MIT 0.42 0.38
302 Real: BibTeX/UMBC 0.37 0.33
303 Real: Karlsruhe 0.41 0.49
304 Real: INRIA 0.74 0.66
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preparation.

[9] Petko Valtchev. Construction automatique de
taxonomies pour l’aide à la représentation de
connaissances par objets. Thèse d’informatique,
Université Grenoble 1, 1999.

102



Organizing Committee 
Benjamin Ashpole, Lockheed Martin Advanced Technology Lab 
Marc Ehrig, University of Karlsruhe 
Jérôme Euzenat, INRIA Rhône-Alpes 
Heiner Stuckenschmidt, Vrije Universiteit Amsterdam 
 
special thanks to Mikalai Yatskevich (University of Trento), who supported us for the 
evaluation  
 
Program Committee 
Dean Allemang (TopQuadrant Inc.) 
Jos de Bruijn (DERI Innsbruck) 
Oscar Corcho (University of Manchester) 
Christine Golbreich (University Rennes 1) 
Lewis Hart (Applied Minds) 
Todd Hughes (Lockheed Martin Advanced Technology Labs) 
Ryutaro Ichise (NII, Tokyo) 
Yannis Kalfoglou (University of Southampton) 
Deborah McGuinness (Stanford University) 
Natasha Noy (Stanford University) 
Amit Sheth (University of Georgia and Semagix) 
Pavel Shvaiko (University of Trento) 
Michael Sintek (DFKI, Kaiserslautern) 
Umberto Straccia (CNR) 
York Sure (University of Karlsruhe) 
Mike Uschold (Boeing Corp.) 
Petko Valtchev (DIRO, Université de Montréal) 
 
Acknowledgement 
This workshop along with its organizers is partially supported by the Knowledge Web 
European network of excellence (IST-2004-507482). 

                   
    



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




